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Chapter 1

Introduction

1.1 Strongly correlated electron systems

Electron correlation problem in transition-metal-based materials is one of the most in-
triguing challenges in condensed-matter physics. The materials exhibit remarkably ver-
satile properties for electronic transport (metallic, insulating, superconducting, etc.) and
magnetism (paramagnetism, ferromagnetism, antiferromagnetism, etc.), and sometimes
totally change the properties according to temperature, pressure, external fields, and chem-
ical dopings.

Experimental research for the compounds was fuelled by the discovery of high-Tc

superconductivity in cuprates [1], and was accelerated by subsequent discoveries of un-
conventional superconductivity in other materials such as Sr2RuO4 [2], colossal magne-
toresistance in manganites [3, 4, 5], complex magnetic phase diagrams in manganites [6],
cobaltates [7, 8, 9], and so on.

In these materialsd electrons of the transition metals dominate the low-energy prop-
erties. The diversity in physical properties is attributed to the partially localized nature
of the d electrons, which hop around in a crystal, where electron-electron repulsions
are as large as the kinetic energy. The duality of the itinerant and the localized fea-
tures of thed electrons makes the problem quite difficult because perturbation approaches
break down. Therefore theoretical studies for the system have evolved with developments
of non-perturbative methods. Drastic improvements of computer facilities have further
pushed theoretical studies to more realistic and accurate calculations.

1.2 The single-orbital Hubbard model

A simplest model for thed electrons in transition metals or their compounds is the single-
orbital Hubbard model [10],

Ĥ = t
∑

i jσ

c†iσcjσ + U
∑

i

ni↑ni↓, (1.1)
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Figure 1.1: Schematic density of states in the Mott-Hubbard insulator-to-metal transition.

wherec†iσ(ciσ) is the creation(annihilation) operator for the electron with spinσ at lattice
point i, andniσ ≡ c†iσciσ. The first term represents electron hoppings to neighboring sites,
and the second term describes the on-site Coulomb repulsion (U > 0).

It has turned out that the single-orbital Hubbard model, despite the simplicity, can
describe a variety of phenomena, such as metal-insulator transition, ferromagnetism, un-
conventional superconductivities. In the following we give a brief introduction for these
phenomena.

1.2.1 Mott’s metal-insulator transition

In the band theory, which is based on a one-electron picture, insulators must have even
number of electrons per atom. However, some transition-metal oxides are insulating in
spite of having odd number of electrons per atom [11].

Mott and Peierls [12] pointed out that the insulating behavior should be due to the
Coulomb repulsion between electrons: If two electrons are on the same site, the electrons
feel a strong Coulomb repulsion. Hence when the interaction is large and a valence band
is half filled, that is, the number of valence electrons per site is one, the electrons cannot
hop among neighboring sites, and the material becomes an insulator. Such an insulator is
called the Mott insulator [13].

The Hubbard Hamiltonian (1.1) should be appropriate for describing the above situa-
tion. In fact, Hubbard [10] showed that at half filling the density of states for a largeU has
two peaks at aroundEF ± U

2 (EF: the Fermi level), and an energy gap exists between the
two peaks, which corresponds to the insulating behavior suggested by Mott and Peierls.
As U is decreased, the gap becomes narrower and vanishes at a critical valueUc, which
is an insulator-to-metal transition driven by electron correlations (Fig. 1.1). Indeed, this
type of insulator-to-metal transition has been found for some Mott’s insulators [14, 15],
exemplified by V2O3 [16], where the bandwidthW, and therebyU/W, is controlled by
pressure or chemical dopings.

The Hubbard theory, however, fails to reproduce quasiparticle properties in the metal-
lic state. Brinkman and Rice [17] considered Mott’s transition from the metallic side in
a mean-field theory. They described the transition as the divergence of the quasiparticle
effective mass. However, this theory cannot reproduce the splitting of the density of states
in the insulating side.

The first unified description of the Mott transition was achieved by the dynamical
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Figure 1.2: Ground-state phase diagram againstU andµ (µ: chemical potential) for the
two-dimensional single-orbital Hubbard model on the square lattice with nearest-neighbor
hoppingt = 1 and next-nearest-neighbor hoppingt′ = −0.2, calculated by Watanabe and
Imada [28] with the path-integral renormalization-group method. Half filling corresponds
to µ = −0.5 (dashed line). (From Ref. [28].)

mean field theory (DMFT) [18]. It reproduces the insulating density of states as well as the
divergence of the quasiparticle effective mass. The results are described in detail in§3.2.1.
The DMFT is exact in the limit of the infinite spatial dimension, and for one, two and three
dimensions the DMFT is an approximation which neglects spatial fluctuations. While
the approximation is considered to be good for three dimensions, the spatial fluctuations
would be significant in one and two dimensions.

The two-dimensional Hubbard model has attracted much attention since the discovery
of high-Tc superconductivity in cuprates which have a layered structure [1]. Because the
superconductivity has been found in a hole- or electron-doped region for Mott’s insulators
(e.g., La2CuO4), a study for carrier-doped Mott’s insulators has a special importance.

The filling-control Mott metal-insulator transitions have been studied by many authors
[14], [18]-[28]. Watanabe and Imada [28] investigated the two-dimensional Hubbard
model with the path-integral renormalization-group method [29], which projects a system
onto its ground state through a renormalization process. They obtained the ground-state
phase diagram in the plane ofU and the chemical potentialµ (Fig. 1.2). The Mott transi-
tion at half filling is found to be the first order while the filling-control Mott transition is
continuous, in agreement with quantum Monte Carlo studies [19].

1.2.2 Itinerant Ferromagnetism

The single-orbital Hubbard model (1.1) was originally introduced as a model for itiner-
ant ferromagnetism in transition metals such as Fe, Co and Ni [10, 30, 31]. Although
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the Hartree-Fock approximation provides a ferromagnetic ground state for a largeU, the
approximation obviously overestimates the ferromagnetic instability since electron cor-
relation effects, which destabilize the ferromagnetic ground state [10], are neglected. To
take account of the correlation effects, many approximate theories have been developed
(see§5.1.2). The studies indicate that lattice structures are crucial for stabilizing ferro-
magnetism.

In some restricted situations, the ground state is rigorously shown to be ferromagnetic
[32]. The first rigorous proof in the single-orbital Hubbard model was provided by Na-
gaoka [33]. He showed that the ground state in the strong-coupling limit (U = ∞) is
ferromagnetic when a single hole is doped to a half-filled band. An intuitive picture of
this ferromagnetism is that the doped hole hops around the lattice, aligning electron spins
localized by the infinitely large Coulomb interaction.

Another rigorous example showing ferromagnetism is a bipartite lattice with different
number of sublattice sites. Lieb [34] proved that, in the ground state at half filling, each
sublattice has totally aligned spins with the antiparallel sublattice magnetizations for ar-
bitrary magnitudes of the repulsionU. Then, the different numbers of the sublattice sites
result in a ferrimagnetic ground state. From the viewpoint of the momentum space, the
different numbers of sublattice sites imply the existence of a flat band, where, roughly, the
absence of the loss of the kinetic energy is a cause of the ferromagnetism. Mielke [35]
and Tasaki [36, 37] have proved the existence of ferromagnetic ground states for a class
of lattices constructed to have flat bands.

However, for more ordinary lattices and for couplings comparable to bandwidths,
which is the real situation in transition metals and their oxides, the occurrence of a fer-
romagnetic order in the single-orbital Hubbard model is still an open question. In other
words, ingredients neglected in the single-orbital Hubbard model may be important for
explaining ferromagnetism in transition-metal-based materials. In§1.3 and in Chap. 5, we
shall discuss the importance of thed-orbital degrees of freedom, which has been pointed
out by many authors [38, 39].

1.2.3 Superconductivity

The discovery of high-Tc superconductivity in cuprates [1] has also aroused much interest
in the single-orbital Hubbard model. Since cuprates have a layered perovskite structure,
the two-dimensional Hubbard model has attracted most intensive attentions. The sym-
metry of the gap function was experimentally identified asdx2−y2 [40]. Although a full
consensus on the mechanism of high-Tc superconductivity has not been achieved yet, it is
expected to be explained with the mechanisms caused by electron-electron interactions.

The d-wave superconductivity mediated by spin fluctuations [41, 42] was theoreti-
cally suggested with various methods including the random phase approximation [43], the
fluctuation-exchange approximation [44], and the self-consistent renormalization theory
[45]. Quantum Monte Carlo simulations [46, 47, 48] for the two-dimensional Hubbard
model indicate that thedx2−y2-wave pair correlation becomes most dominant for a region
slightly doped from half filling, although the superconducting transition point itself has
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not been detected. Recently, Maieret al. [49] reported a finiteTc for the dx2−y2-wave
superconductivity in the two-dimensional Hubbard model, based on the dynamical clus-
ter approximation (DCA) [50], which is an extension of the DMFT to incorporate spatial
fluctuations (see§3.2.3). In two-dimensional systems the Mermin-Wagner theorem [51]
precludes any continuous transition at finite temperatures, except for a topological transi-
tion of Kosterlitz-Thouless type [52]. Maieret al. discussed the relevance of their DCA
result with the Kosterlitz-Thouless transition.

Since the discovery of cuprate superconductors, intensive experimental researches
have found many unconventional superconductors, for example, Sr2RuO4 [2] and a hy-
drated cobaltate, NaxCoO2 · yH2O [53]. While Sr2RuO4 has the same crystal structure as
cuprates, the superconducting symmetry was identified as spin triplet [54]. On the other
hand, in NaxCoO2 · yH2O, Co forms a triangular lattice, in contrast to the square lattice
of Cu in cuprates. The diversity of unconventional superconductors has attracted both
experimental and theoretical interests.

1.3 Orbital degrees of freedom

Although the single-orbital Hubbard model has provided remarkably various phenom-
ena in spite of its simplicity, the validity of the model for general transition metals and
transition-metal oxides has still been an open question. An important ingredient neglected
in the single-orbital Hubbard model is the orbital degrees of freedom ofd electrons, i.e.,
the degrees of freedom of orbital angular momentum ofd electrons in a transition-metal
atom.

The importance of thed-orbital degeneracy, in particular of Hund’s exchange coupling
on ferromagnetism, was already pointed out by Slater [38] as early as in the 1930s. A
vast amount of experimental and theoretical studies in the past decades have revealed the
pivotal role of orbitals in transition-metal-based materials, not only on ferromagnetism
but also on metal-insulator transitions and unconventional superconductivities [6]. Also a
variety of new phenomena, which are not captured in the single-orbital Hubbard model,
have been uncovered in multiorbital systems; for example, the colossal magnetoresistance
and orbital orderings.

In §1.3.1 we explain the crystal-field effect ond orbitals. In§1.3.2 we examine some
notable effects of interorbital interactions in a perturbation theory. We introduce a variety
of multiorbital phenomena in real materials in§1.3.3, particularly taking Ca2−xSrxRuO4

as a typical example.

1.3.1 d orbitals in crystals

There is a five-fold degeneracy for thed electrons in a spherical field, according to the
orbital angular momentum fromlz = −2 to 2. The wave functions of the orbitals are
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dxy dyz dxz dx2-y2 d3z2-r2

Figure 1.3: Fived orbitals are displayed with equi-amplitude contours.

φxy(r) =

√
15
4π

R(r)
xy
r2
,

φyz(r) =

√
15
4π

R(r)
yz
r2
,

φxz(r) =

√
15
4π

R(r)
zx
r2
,

φx2−y2(r) =

√
15
16π

R(r)
x2 − y2

r2
,

φ3z2−r2(r) =

√
5

16π
R(r)

3z2 − r2

r2
, (1.2)

wherer ≡ |r| =
√

x2 + y2 + z2 andR(r) is a radial distribution function.R(r) for 3d orbits
is

R(r) =
4

81
√

30

(
Z
a0

) 3
2

ρ2e−
ρ
3 ,

ρ ≡ Z
a0

r, (1.3)

wherea0 is the Bohr radius andZ is the atomic number. The aboved orbitals are schemat-
ically shown in Fig. 1.3. Hereafter we call these wave functionsdxy, dyz, dxz, dx2−y2 and
d3z2−r2.

In crystals the degeneracy of thed orbitals is (partially) lifted due to the Coulomb
potential from surrounding ions. How the degeneracy is lifted depends on a crystal struc-
ture. Here we consider the case that a crystal field has the cubic symmetry, that is, a
transition-metal atom is surrounded by ions at the same distance in the±x, ±y and±z
directions. This situation is realized in perovskite-type transition-metal oxides, where a
transition metal is surrounded by six O2− ions [Fig. 1.4(a)]. The cubic crystal field ele-
vates the energy ofdx2−y2 andd3z2−r2 orbitals, which are extending to the ligand oxygen
ions, compared to that ofdxy, dyz anddxz orbitals, which are extending in the direction
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Figure 1.4: An example of a crystal-field effect in transition-metal oxides. (a) A scheme
for a transition metal ion (M) surrounded by six oxygen ions. (b) Level scheme for the
cubic crystal-field effect.

between the oxygen ions. Hence the fived orbitals split into a two-fold degenerate subset,
eg ≡ {dx2−y2,d3z2−r2}, and a three-fold degenerate subset,t2g ≡ {dxy,dyz,dxz} [Fig. 1.4(b)].

Since the energy split betweeneg andt2g is typically of order of 1 eV for 3d transition-
metal oxides, usually only one of the subsets,eg or t2g, crosses the Fermi energy.1 In
SrVO3, for example, V4+ has only oned electron, so that only thet2g bands traverses the
Fermi energy and theeg bands are empty. Therefore a model for low-energy phenomena
in transition-metal oxides usually requires two or three orbitals.

In elemental transition metals such as Fe and Ni, however, the crystal-field effect is
relatively small because of weak ionic potentials, so that the fived orbitals are almost
degenerate and all thed bands are partially filled.

1.3.2 Coulomb-matrix elements betweend electrons

When we consider thed-orbital degrees of freedom, the on-site Coulomb interactions be-
tweend electrons are not characterized by a single parameterU as in the single-orbital
Hubbard model. We introduce three parameters for the Coulomb interactions in multior-
bital systems2 as

U: between two electrons in the same orbital with antiparallel spins,

1In some materials, botheg andt2g bands are partially filled. A typical example is LaMnO3 (see§1.3.3),
where Hund’s coupling is larger than the crystal-field splitting so that the fourd electrons occupy four
different orbitals, i.e., threet2g orbitals and oneeg orbital.

2We discriminate between ‘multiorbital’ and ‘multiband’. ‘Multibands’ derive from multiple atoms
in the unit cell while ‘multiorbitals’ derive from orbital degeneracy on one atom. The crucial difference
is in the strength of interactions. In multiorbital models the interorbital interactions are as strong as the
intraorbital Coulomb interactionU while in multiband models intersite interactions are much weaker than
the intrasite Coulomb interactionU. The strong interorbital interactions make multiorbital problems much
more difficult than multiband ones.
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Figure 1.5: The kinetic exchange processes. The horizontal lines represent orbitals on
each site, up and down arrows denote electron spins, and gray arrows virtual transfers.

U′: between two electrons in different orbitals with antiparallel spins,
U′ − J: between two electrons in different orbitals with parallel spins.

We give more precise definition ofU, U′ andJ in §2.1.
Since overlaps of wave functions in different orbitals are smaller than those in the

same orbital,U′ is smaller thanU. Also, because two electrons with parallel spins cannot
occupy the same space due to the Pauli exclusion principle, the two electrons keep away
from each other. This means thatU′ − J should be a weaker repulsion thanU′, so that
0 < J < U′ is concluded. We can immediately see that the Hund couplingJ favors on-site
spin polarizations.3

The presence of the interorbital interactions,U′ and J,4 makes multiorbital systems
completely different from single-orbital systems. Although the above interactions are
local (i.e., on site), they can affect bulk properties through electron transfers between
sites. To obtain some intuitive picture for the effect, it is instructive to consider an effective
interaction between neighboring electron spins in the strong coupling limit.

Considering a system with one electron per site in the strong coupling limit, we eval-
uate the energy reduction in the second-order perturbation with respect to the nearest-
neighbor transfert [57]. In single-orbital systems the effective interaction (kinetic ex-
change interaction) works antiferromagnetically on neighboring electron spins, since the
electron transfer is possible only when the neighboring electrons have antiparallel spins.
When we consider orbital degrees of freedom, the situation is completely changed. The
simplest example is a two-orbital system with one electron per site (quarter filling) [57,
58]. When the electron on a neighboring site occupies the same orbital [Fig. 1.5(a)], the
transfer is only allowed for antiparallel spins, then the second-order contribution to the
total energy is

− t2

U
. (1.4)

When the electron on a neighboring site occupies a different orbital, the second-order
contribution is different for parallel and antiparallel spins: For a parallel spin [Fig. 1.5(b)]

3It has been pointed out that the reduction of the interaction energy between nuclei and electrons, which
is not taken into account in the above discussion, is important to account for Hund’s rule in real materials
[55, 56].

4As we explain in§2.1, there is a relationU′ = U − 2J for d orbitals when the crystal field has a cubic
symmetry. In that case only two amongU, U′ andJ are independent parameters.
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eg

t2g}

}

Figure 1.6: (a) The high-spin and (b) the low-spin states in LaCoO3 are schematically
shown. (c) The intermediate-spin state suggested by Korotinet al. [59]

it is

− t2

U′ − J
, (1.5)

while for an antiparallel spin [Fig. 1.5(c)] it is

− t2

U′
. (1.6)

These results mean that a neighboring electron tends to occupy a different orbital with
a parallel spin [Fig. 1.5(b)]. Then, if a lattice is bipartite, a ferromagnetic order with
antiferro-orbital ordering (i.e., electrons occupying two orbitals alternately) is expected
for two-orbital systems at quarter filling. In fact, such orderings have been found in
various numerical calculations for the double-orbital Hubbard model (see§5.1.2).

For general band fillings and for the interactions comparable to bandwidths, the above
discussion does not apply straightforwardly. The effect of interorbital interactions is more
involved there, and this provides various intriguing phenomena. We see such examples in
Mott’s transition, ferromagnetism and superconductivity in§3.3.

1.3.3 Example for real materials

Orbital degrees of freedom play important roles in most transition-metal-based materials.
The colossal negative magnetoresistance in manganites [3, 4, 5] is basically under-

stood in terms of a strong Hund’s coupling betweend electrons. In manganites, Mn3+ has
d4 configuration. Three of thed electrons occupyt2g orbitals with a parallel spin and form
a localized spinS = 3

2, while the remaining one electron occupies one of theeg orbitals,
which are more dispersive thant2g orbitals. Theeg electrons move around the crystal feel-
ing a strong Hund’s coupling to the localizedt2g spins. When a magnetic field is applied,
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(a) (b)

Figure 1.7: Schematic structures of spin and orbital ordered states in YVO3. (a) C-type
spin ordering and G-type orbital ordering, (b) G-type spin ordering and C-type orbital
ordering. Open arrows indicate spins and gray and black lobes indicate occupieddyz and
dzx orbitals on vanadium ions, respectively. The commonly occupieddxy orbital is not
shown for clarity. (From Ref. [65].)

the localizedt2g spins are aligned in the direction of the field. Then the conductingeg

electrons can move in the crystal smoothly, which causes an extraordinary reduction of
electronic resistance.

LaCoO3 has a spin-state transition from a high-spin (S = 2) state [Fig. 1.6(a)] at high
temperatures (& 100 K) to a low-spin (S = 0) state [(b)] at low temperatures (. 100 K) [7,
8, 9]. This transition is caused by a competition of Hund’s rule and level splitting by lattice
distortions, which depends on temperature. At high temperatures, Hund’s coupling is
larger than the crystal-field splitting, so that the sixd electrons at Co3+ ion occupy the five
spin-up states, and the remaining one electron occupies a spin-down state in the lowert2g

orbitals, then theS = 2 state is realized. On the other hand, at low temperatures the lattice
distortion changes and the crystal-field splitting exceeds Hund’s coupling, so that the six
d electrons fill thet2g orbitals, then the total spin at Co3+ disappears (S = 0). Korotin et
al. [59] suggested, based on an LDA+U calculation, that an intermediate-spin (S = 1)
state [Fig. 1.6(c)] exists between the high- and low-spin states. The possible existence of
this state has been intensively discussed from both experimental and theoretical points of
view [9], [59]-[62].

Orbital orderings have been found in many transition-metal oxides [6, 60], such as
manganites [63], vanadates [64, 65, 66], and titanates [67, 68]. Orbital ordering some-
times accompanies a change of spin orders. Mott’s insulator YVO3 has two types of spin
and orbital ordering patterns at low temperatures (T < 115 K): Below 71 K the spin or-
der is G-type antiferromagnetic (antiferromagnetic along thea,b, c axes) while the orbital
order is C type (antiferro-orbital order in theab plane and ferro-orbital order along the
c axis) [Fig. 1.7(a)] [64, 65, 69]. For 71 K< T < 115 K the order changes to C type
for spin and into G type for orbitals [Fig. 1.7(b)]. The band calculation with the local
spin-density approximation cannot explain the band gap of YVO3. While the generalized
gradient approximation provides a band gap, it cannot explain the G-type spin ordering
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a-type d-type

(a) (b)

Figure 1.8: Two types of lattice distortion in YVO3 (after Ref. [60]).

in the ground state [66]. A realistic Hartree-Fock calculation by Mizokawa and Fujimori
[60] reproduced the band gap, as well as the G-type antiferromagnetic ground state on
the assumption of d-type distortion of the lattice [Fig. 1.8(b)], which is experimentally
observed. However, the a-type distortion [Fig. 1.8(a)] is more favored than the d-type
one in the Hartree-Fock calculation, in contradiction to the real structure. Also the cal-
culated band gap is larger by 1-2 eV than the experimental values. These results indicate
significant correlation effects.

The unconventional superconductor NaxCoO2 ·yH2O has also been studied as a multi-
orbital system. Mochizukiet al. [73] and Yanaseet al. [74] implemented the fluctuation-
exchange and a perturbative calculations for the multiorbital Hubbard model with a real-
istic bandstructure, and suggested that a spin-triplet superconductivity can be realized due
to Hund’s coupling. While some Knight shift data [70] imply a triplet pairing, the sym-
metry of the Cooper pair is still controversial both in experiments [71, 72] and in theories
[73]-[77].

Ca2−xSrxRuO4 has also drawn much interest on the roles of orbital degrees of freedom.
Ca2−xSrxRuO4 has a single-layered perovskite structure [Fig. 1.9(a)], where Ru-d bands
split into eg and t2g bands due to the crystal-field effect. The fourd electrons at Ru4+

occupy the lowert2g orbitals, where the Hund coupling aligns three of the four electron
spins and remaining one electron has the opposite spin [see Fig. 1.9(b)].

A phase diagram experimentally obtained by Nakatsujiet al. [79] is shown in Fig. 1.10.
In the following we explain the phase diagram in detail, as an introduction to multiorbital
systems, as well as to the LDA+DMFT calculation for Sr2RuO4 implemented in Chap. 6.

At x = 2 (Sr2RuO4) the material shows a spin-triplet superconductivity at low temper-
atures (Tc ∼ 1 K) [2, 78]. Above the transition temperature the material is a paramagnetic
metal. The superconductivity disappears with a slight Ca doping, and Ca2−xSrxRuO4 is a
paramagnetic metal for 0.7 < x < 2.

Around x = 0.5 there is a ferromagnetic cluster glass phase at low temperatures. The
phase has no long-range order, but has a ferromagnetic short-range order, which forms
clusters.

0.2 < x < 0.4 is a metallic region with an antiferromagnetic correlation. In this region
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Figure 1.9: (a) Crystal structure of Ca2−xSrxRuO4 (from Ref. [78]). (b) Level schemes for
Sr2RuO4 and Ca2RuO4.

an antiferromagnetic short-range order coexists with metallic properties.
Below x = 0.2 the material becomes an insulator with an antiferromagnetic long-

range order forT . 100 K. Ca2RuO4 (x = 0) remains insulating even above the Néel
temperature, so it is considered a Mott-Hubbard insulator [80].

Since Ca and Sr have the same valence, Ru4+ ion has fourd electrons irrespective
of x. However, because Ca2+ has a smaller ionic radius than Sr2+, structural distortions
are introduced by substituting Sr by Ca for Sr2RuO4, which has the undistorted tetragonal
structure. The distortions (that involve a tilting of RuO6 octahedra; Fig. 1.11) reduce elec-
tron transfers between Ru sites, so that the bands become narrower by Ca substitutions.
The band narrowing seems to account for the insulating behavior forx < 0.2. However,
for understanding the insulating phase as well as the whole phase diagram, it is necessary
to take into account the Ru-d orbital degree of freedom, as we discuss below.

· Sr2RuO4 (x = 2)
RuO6 octahedra in Sr2RuO4 have no rotational distortion [Fig. 1.11(a)] but are elon-

gated along thec axis, which slightly elevates the energy ofdxy orbital (by ∼ 0.1 eV)
compared to thedxz,yz level. Nevertheless, the threet2g orbitals are almost equally filled in
Sr2RuO4, that is, eacht2g orbital has about43 electrons. We discuss the electronic structure
of this material in more detail in Chap. 6.

· Ca2RuO4 (x = 0)
On the other hand, the octahedra in Ca2RuO4 are compressed along thec axis, as well

as rotated around thec axis and tilted around an axis in theab plane [Fig. 1.11(c)] [81].
The compression lowers the energy of thedxy orbital, so it is expected that thedxy band
is almost filled and thedxz,yz bands are half filled [Fig. 1.9(b)]. Then, the band narrowing
due to the rotational distortions may make the half-filleddxz,yz orbitals Mott-insulating
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Figure 1.10: Phase diagram for Ca2−xSrxRuO4, experimentally obtained by Nakatsujiet
al. [79]

while thedxy orbital is band-insulating [82, 83]. The scenario, however, conflicts with
the X-ray absorption measurement by Mizokawaet al. [84], which indicates thatnxy :
(nxz + nyz) = 1 : 3 (na is the electron number per site in orbitala) at 300 K andnxy :
(nxz + nyz) = 3

2 : 5
2 at 90 K. While Mizokawaet al. discussed the result in terms of

the spin-orbit interaction, Hotta and Dagotto [85] proposed an orbital ordered state with
nxy : (nxz + nyz) = 3

2 : 5
2 stabilized by electron-electron and electron-lattice couplings.

However, the lattice distortion corresponding to the orbital order has not been observed
in experiments. Fanget al. [86] emphasized, based on a first-principles calculation, the
importance of the two-dimensional feature of the crystal field, which derives from the
layered structure of Ca2RuO4, on the stability of the3

2 : 5
2 configuration. Thus the ground

state of Ca2RuO4 is still controversial.

· Paramagnetic metal (0.7 < x < 2) and ferromagnetic cluster glass (0.4 < x < 0.7)
The appearance of the ferromagnetic cluster glass phase aroundx = 0.5 is expected to

be related with a structural change at this filling: Fromx = 2 to x = 0.5, RuO6 octahedron
rotates around thec axis, without any tilt of the basal plane, by up toφ ∼ 12◦ at x = 0.5
[Fig. 1.11(b)], while atx = 0.5 it starts to tilt around an axis in theabplane up toθ ∼ 12◦

at x = 0, keepingφ ∼ 12◦ [Fig. 1.11(c)].
Here we consider an interaction (superexchange interaction) between neighboring Ru-

d electrons through thepdπ hybridizations with O-p orbitals [87]. Atx = 2 the material
has no rotational distortion [Fig. 1.11(a)], so that the superexchange interaction exists only
between the samed orbitals, which works antiferromagnetically. Asx decreases, the ro-
tation of RuO6 octahedra increases [Fig. 1.11(b)]. Then the antiferromagnetic interaction
decreases due to the reduction of thed-p hybridizations while a ferromagnetic superex-
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Figure 1.11: The distortions of a RuO6 octahedron in Ca2−xSrxRuO4. (a) Undistorted
structure in Sr2RuO4. (b) Rotational distortion around thec axis (φ) for 0.5 < x < 2. (c)
Rotational distortion (φ) + tilt (θ) of the basal plane for 0≤ x < 0.5.

change interaction appears between neighboringdxy orbitals through the Hund coupling
at oxygen site. This may be a reason for the increasing ferromagnetic fluctuation down to
x = 0.5.

· Antiferromagnetic metallic region (0.2 < x < 0.4)
When the tilt of the octahedra is introduced belowx = 0.4, the pdπ hybridizations

are significantly reduced, then thet2g bands become narrower. For the antiferromagnetic
metallic region (0.2 < x < 0.4), Anisimovet al. [83] proposed a novel phase where the
dxz,yz orbitals are Mott insulating with antiferromagnetic correlations while thedxy orbital
is metallic. This idea is based on the observation thatdxy band is wider thandxz,yz bands
because of the quasi-two-dimensional feature of the crystal structure (for more detail,
see§6.2). Their proposition fuelled intensive studies for Mott’s transition in multiorbital
systems (see§3.3.4). However, it has still been controversial whether such a coexistence
of metallic and Mott-insulating bands can be realized in the present material. Indeed,
there are some experiments against Anisimov’s picture; a polarized neutron diffraction
experiment [88] indicates a larger magnetic moment for the widerdxy orbital than that for
the narrowerdxz,dyz orbitals, and an optical conductivity analysis [89] suggests a larger
effective mass fordxy quasiparticles than that fordxz,dyz ones. These experiments imply
that thedxy orbital is more localized than thedxz,yz orbitals, in conflict with Anisimov’s
picture. While more detailed researches are needed for the region 0.2 < x < 0.4 in
Ca2−xSrxRuO4, Anisimov’s proposal opened a new avenue for orbital-dependent physics.

1.4 Motivation and outline

The orbital degrees of freedom can be a key factor for understanding the diverse proper-
ties of transition-metal-based materials since the orbital degrees of freedom are involved
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in most of the materials. In particular, Hund’s coupling, which is directly related to the
spin degrees of freedom, makes multiorbital physics substantially different from the one
in single-orbital systems. However, the complexity of multiorbital systems has ham-
pered theoretical studies, especially for intermediate-coupling (U ∼ W) regions with
finite Hund’s coupling, which are realized in transition metals and transition-metal ox-
ides. Hence a development of reliable and efficient theoretical methods for multiorbital
systems has a general importance, and many significant issues remain open in multiorbital
systems.

In this thesis we investigate electron correlation problems in multiorbital systems,
where our main interest is in therole of Hund’s coupling. However, conventional schemes
have difficulties in treating multiorbital systems, in particular in the presence of Hund’s
coupling. For example, the exact diagonalization method cannot treat large systems,
therefore its application has been restricted to one-dimensional two-orbital systems. While
the conventional quantum Monte Carlo (QMC) method can treat larger systems than the
exact diagonalization method, the QMC method suffers from a severe negative sign prob-
lem (see§4.3) in the presence of Hund’s coupling.

Here we develop a novel QMC method (Chap. 4) for multiorbital systems with the
Hund coupling, and combine the algorithm with the dynamical mean-field theory (DMFT)
(Chap. 3) to solve the problem in the thermodynamic limit. An important point of the
present method is that it can treat spin-SU(2) symmetric Hund’s coupling and the pair-
hopping interaction, which are needed forpreserving spin and orbital rotational symme-
tries in the multiorbital Hubbard Hamiltonian (see§2.1). Most of DMFT+QMC stud-
ies for multiorbital systems so far have only taken account of thez (Ising) component
of Hund’s coupling and neglected thex, y components and the pair-hopping interaction
(§2.2), because the conventional Hirsch-Fye QMC method (§4.1) has difficulties in treat-
ing thex, y components of Hund’s coupling and the pair-hopping interaction (§4.2). How-
ever, this treatment has no physical ground, and violates the spin and orbital rotational
symmetries of the Hamiltonian. Our QMC method overcomes these difficulties.

Another important point in the present QMC method is that it is formulated forgeneral
number of orbitalswhile it has been difficult to formulate the conventional QMC method
for more than two-orbital systems in the presence of SU(2)-symmetric Hund’s coupling
(§4.2, 4.5). Since there are many materials that involve more than two orbitals, such as
t2g orbitals in ruthenates and cobaltates, the present method has a wide applicable scope.

With the method we examineitinerant ferromagnetism in multiorbital systems(Chap.
5). Although importance of the orbital degrees of freedom, especially of Hund’s coupling,
on ferromagnetism has been discussed for a long time, most researches concentrate on the
ferromagneticinsulator with an antiferro-orbital order in two-orbital models at quarter
filling. Our interest is in the role of Hund’s coupling initinerant ferromagnetism, which
is realized in transition metals and their compounds.

There are a large number of studies for itinerant ferromagnetism in the single-orbital
Hubbard model, where lattice structure is a crucial factor for stabilizing the ferromag-
netism. On the other hand, the importance of Hund’s coupling has been pointed out for
a long time, where most studies have been restricted to one-dimensional systems or to
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drastic approximations e.g., strong-coupling limit. Our method allows for taking account
of both lattice structure and Hund’s coupling at the same time. Thereby we discuss a long
standing issue;whether ferromagnetism in transition-metal-based materials is attributed
to either of lattice structure or Hund’s coupling(§5.3).

We also discuss the importance of spin-SU(2) symmetry of Hund’s coupling (§5.2),
by comparing the result with SU(2)-type Hund’s coupling to that with Ising-type Hund’s
coupling, which has been extensively employed in studies for multiorbital systems.

In Chapter 6 we demonstrate that the present algorithm can be applied to the local
density approximation (LDA)+ DMFT for a three-orbital system, Sr2RuO4, where our
aim is to compare the spectra between SU(2)- and Ising-type Hund’s couplings, as well
as to show the applicability of the present method. Since the Ising treatment of Hund’s
coupling has also been adopted extensively in recent LDA+DMFT studies, it is important
to know how a spectrum changes when we take into account the spin and orbital rota-
tional symmetries. We also discuss the importance of correlation effects in Sr2RuO4, by
comparing the calculated results with experimental data.
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Chapter 2

The multiorbital Hubbard model

2.1 Formulation

Theoretical study of multiorbital systems began to unfold with the proposal of the mul-
tiorbital Hubbard model1 by Roth [58]. The model takes into account Hund’s exchange
coupling as well as the intra- and interorbital Coulomb interactions. However, the original
model proposed by Roth omits some two-electron interactions such as the pair-hopping
interaction and violates the real-space rotational symmetry ofd orbits.

The first systematic derivation of the multiorbital Hubbard model was done by Oleś
[90]. We consider a generald-electron system such as a transition metal and a transition-
metal oxide. In such a material, relatively narrowd bands and more dispersives, p con-
duction bands cross the Fermi energyEF. In order to construct an effective model for a
low-energy region (E aroundEF), we use Wannier functions as the basis.2 We concentrate
on low-energy degrees of freedom, which cut across the Fermi level, and take account of
contributions from orbitals below or aboveEF only via the one-body potential for the
electrons in focus and via a screening of the Coulomb interaction between the electrons.

Then a second-quantized Hamiltonian for the low-energy electrons is

Ĥ =
∑

σ

∫
dxψ†σ(x)

[
− 1

2m
∇2 + V1(x)

]
ψσ(x)

+
1
2

∑

σ,σ′

∫
dxdx′ψ†σ(x)ψ†σ′(x

′)V2(x − x′)ψσ′(x′)ψσ(x), (2.1)

whereψσ(x) is the field operator for the electrons with a spinσ, V1(x) is the one-body
potential composed of the ionic potentials, andV2(x) is the electron-electron interaction
screened by other electrons. AlthoughV2 may depend on spins of the two electrons in
general, that is, the screened Coulomb interaction may have a formV2 + σ · σ′V3, we
assume here that the spin-dependent part (V3) is small.

1We emphasize that themultiorbital model differs frommultibandmodels, where the unit cell includes
multiple atoms and intersite interactions are very weak. See the first footnote in§1.3.2.

2We assume that the Wannier functions in the low-energy region mainly consist ofd orbitals, with a
small mixture withs andp orbitals.
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U U’ U’-J J J

Figure 2.1: Electron-electron interactions in multiorbital systems; (a) intraorbital
Coulomb interaction, (b)(c) interorbital Coulomb interactions, (d) spin-flip process, (e)
pair-hopping process.

To obtain a tight-binding model we expand the operatorψσ(x) in terms of the low-
energy Wannier orbitals at lattice sitesi, that is,

ψσ(x) =
∑

im

φim(x)cimσ, (2.2)

whereφim(x) is the wave function of them-th Wannier orbital at sitei, andcimσ the corre-
sponding annihilation operator.

Here we define the hopping integraltmm′
i j and the orbital-dependent on-site potential

µm as

tmm′
i j (1− δi j ) − µmδmm′δi j ≡

∫
dxφ∗im(x)

[
− 1

2m
∇2 + V1(x)

]
φ jm′(x), (2.3)

and the intrasite-interaction integrals,

Umm′ ≡
∫

dxdx′ |φim(x)|2 V2(x − x′) |φim′(x′)|2 ,

Jmm′ ≡
∫

dxdx′φ∗im(x)φ∗im′(x
′)V2(x − x′)φim(x′)φim′(x) (m,m′),

J′mm′ ≡
∫

dxdx′φ∗im(x)φ∗im(x′)V2(x − x′)φim′(x′)φim′(x) (m,m′).

(2.4)

We neglect the intersite interactions, which are expected to be much smaller than the
intrasite ones because of the locality of low-energy Wannier orbitals. We assume here-
after that the Wannier functions holdd-orbital characters, namely the Wannier functions
approximate spherical harmonic functions. Then the intrasite-interaction integrals other
thanUmm′, Jmm′, andJ′mm′ can be shown to be zero due to the axial symmetry ofd orbits.
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With the above parameters the second term in Eq. (2.1) is written as
∑

i,m

Ummnim↑nim↓

+
∑

i,m<m′,σ

[Umm′nimσnim′,−σ + (Umm′ − Jmm′)nimσnim′σ]

+
∑

i,m,m′
Jmm′c

†
im↑c

†
im′↓cim↓cim′↑

+
∑

i,m,m′
J′mm′c

†
im↑c

†
im↓cim′↓cim′↑ (2.5)

with nimσ ≡ c†imσcimσ. The first term expresses the Coulomb interaction between two elec-
trons in the same orbital with opposite spins [Fig. 2.1(a)]. The second term is the Coulomb
interaction between two electrons in different orbitals with opposite and parallel spins, in-
cluding thez component of Hund’s coupling (Jmm′) [Fig. 2.1(b)(c)]. The third term is the
x andy components of Hund’s exchange, and is called the spin-flip term [Fig. 2.1(d)]. The
last term is the pair-hopping term, which expresses two-electron transfers from an orbital
to other orbitals [Fig. 2.1(e)].

We specifically considerd orbitals in a cubic lattice. Due to crystal-field effects, the
five d orbitals split into three-fold degenerate orbitals (t2g) and two-fold degenerate or-
bitals (eg), so that we can usually construct a model for one of the sets of these degenerate
orbitals. Since the degenerate orbitals are equivalent, the Coulomb and exchange interac-
tions become orbitally independent, i.e.,

Umm ≡ U,

Umm′ ≡ U′ for m, m′,

Jmm′ = J′mm′ ≡ J for m, m′, (2.6)

whereJmm′ = J′mm′ holds when the Wannier functions are taken to be real as ford orbitals.
Further, since the equivalentd orbitals are interchanged with each other by rotations in
real space, an additional condition,

U = U′ + 2J, (2.7)

should hold. Typical values ofU andJ are

U ∼ 4− 6 eV,

J ∼ 0.5− 0.7 eV (2.8)

for 3d transition metals and transition-metal oxides, and somewhat smaller values (U ∼
1-3 eV) are expected for 4d transition-metal systems such as ruthenates. These values are
experimentally estimated from Auger-electron [91, 92] and photoemission spectroscopy
[93], and also theoretically from constrained LDA (local density approximation) calcu-
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lations [94]-[99], which is the LDA with a constraint on the number ofd electrons at a
site.3

Thus we end up with the multiorbital tight-binding Hubbard Hamiltonian,

Ĥ = Ĥ0 + Ĥint,

Ĥ0 =
∑

i j

∑

mm′σ

tmm′
i j c†imσcjm′σ −

∑

imσ

µmnimσ,

Ĥint = U
∑

im

nim↑nim↓ +
∑

i,m<m′,σ

[U′nimσnim′−σ + (U′ − J)nimσnim′σ]

+ J
∑

i,m<m′
(c†im↑c

†
im′↓cim↓cim′↑ + c†im↑c

†
im↓cim′↓cim′↑ + H.c.). (2.9)

The first term inĤint is the intraorbital Coulomb interaction, and the second term the
interorbital Coulomb interactions including Ising (z) component of Hund’s coupling. The
last term is the spin-flip and pair-hopping interactions.

The spin-rotational invariance of the Hamiltonian (2.9) can be seen explicitly if we
rewrite the interaction part as

Ĥint =
U
2

∑

i



∑

m

nim


2

−
∑

m

nim

 −
5
2

J
∑

i,m<m′
nimnim′

− 2J
∑

i,m<m′
Ŝim · Ŝim′ +

J
2

∑

i,m,m′


∑

σ

c†imσcim′σ


2

, (2.10)

wherenim ≡ ∑
σ nimσ is the on-site number operator for orbitalmandŜim ≡ (Ŝx

im, Ŝ
y
im, Ŝ

z
im)

is the on-site spin operator for orbitalm, defined by

Ŝa
im ≡

1
2

∑

ss′
c†imsσ

a
ss′cims′ for a = x, y, z, σ : Pauli matrix. (2.11)

2.2 Hund’s coupling

We stress here that the above derivation of the multiorbital Hubbard model (2.9) naturally
conduces to SU(2)-symmetric Hund’s spin-spin coupling,

−2JŜim · Ŝim′ . (2.12)

However, Hund’s coupling has often been treated as an Ising type,

−2JŜz
imŜz

im′ = −J
2

∑

σσ′
σσ′nimσnim′σ′ , (2.13)

3Recent calculations [100, 101, 102] based on theab initio random phase approximation [100, 103]
suggest substantially smallerU (∼ 2-4 eV) for 3d transition metals. So values ofU for real materials are
still controversial.

20



+J/2

-J/2

SU(2) Hund: -2JSm.Sm'
^ ^ Ising Hund: -2JSm Sm'

^ ^z z

Figure 2.2: Level scheme for the two-electron energy states in multiorbital systems cou-
pled with SU(2)- or Ising-Hund’s exchange interaction.

especially in quantum Monte Carlo studies, because the part,−2J(Ŝx
imŜx

im′ + Ŝy
imŜy

im′),
in (2.12), which cannot be written as a density-density coupling, is intractable in the
conventional quantum Monte Carlo algorithm. Although the Ising treatment of Hund’s
coupling has been widely employed, there is no physical basis to justify it.

In fact, the most fatal defect of this treatment is the neglect of quantum fluctuations.
For example, when we consider the two-electron states at a sitei, SU(2) Hund lowers the
energy of the spin-triplet states,

c†im↑c
†
im′↑,

c†im↓c
†
im′↓,

1√
2

(c†im↑c
†
im′↓ + c†im′↑c

†
im↓) (m, m′), (2.14)

compared with the singlet state,

1√
2

(c†im↑c
†
im′↓ − c†im′↑c

†
im↓) (m, m′), (2.15)

while Ising Hund lowers the doublet,c†im↑c
†
im′↑ andc†im↓c

†
im′↓ compared with the other dou-

blet 1√
2
(c†im↑c

†
im′↓ ± c†im′↑c

†
im↓) (Fig. 2.2). This causes not only quantitative but qualitative

differences in the low-energy physics.
For example, Pruschke and Bulla showed that the criticality of Mott’s metal-insulator

transition is different between SU(2) and Ising Hund’s couplings [104]. They investi-
gated ground-state property around Mott’s transition in the half-filled two-orbital Hubbard
model, using the dynamical mean-field theory (DMFT)+ numerical renormalization-
group method with an orbitally-asymmetric truncation scheme (see§3.5). Their calcu-
lation for the mass renormalization factor and for the local spin moment indicates that the
Mott transition is first order in Ising case while it is continuous in SU(2) case (Fig. 2.3).

In Chapter 4 we develop a quantum Monte Carlo method which can handle the full
interactionĤint, including the spin-flip and pair-hopping interactions. With the method
we demonstrate that a significant difference exists for ferromagnetic instability between
Ising and SU(2) Hund’s couplings in§5.2. We also show a remarkable difference in
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Figure 2.3: The behavior of (a) the mass renormalization factor and of (b) the local mo-
ment againstU/W (U: intrasite Coulomb interaction,W: bandwidth) around Mott’s tran-
sition in the half-filled two-orbital Hubbard model with SU(2)(full) and Ising Hund’s
couplingsJ = 0, 0.1, andU/4 (after Ref. [104]).

quasiparticle spectra between the two treatments for a three-orbital system, Sr2RuO4, in
§6.4.1.
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Chapter 3

The dynamical mean-field theory

The dynamical mean-field theory (DMFT) is one of the most successful methods for in-
vestigating the physics of strongly correlated electron systems [18]. The DMFT gives the
exact electron self-energy in the limit of infinite spatial dimensions in a self-consistent
way. For finite dimensions, it gives an approximate solution which neglects spatial fluctu-
ations. However, it takes full account of temporal fluctuations, so that it becomes a good
approximation in the case where the spatial fluctuations are not important; for example,
systems with large coordination numbers.

In the DMFT, lattice models, such as the Hubbard model, are mapped onto an effective
impurity model which includes the same on-site interactions on an impurity site and an
infinite number of bath sites which are coupled to the impurity site through a hybridization
(hopping). The impurity model is solved in a self-consistent way. Although the impurity
problem is much more tractable than the original lattice model, it still requires a reliable
numerical solver.

We review the general formalism of the DMFT and its applications to the single- and
multiorbital Hubbard models in§3.1-3.3. Applications to real materials are reviewed in
§3.4. In§3.5 we compare various DMFT solvers developed so far.

3.1 General formalism

The partition functionZ of an electron system is written with the Grassmann variables,
which are a set of c-numbers with an anticommutation relation, as

Z =

∫ ∏

i

Dc†i Dcie
−S,

S =

∫ β

0
dτ


∑

i

c†i (τ)∂τci(τ) − Ĥ[c†(τ), c(τ)]

 , (3.1)

whereĤ is the Hamiltonian of the system,S is the action,β is the inverse temperature,
andc†, c are the Grassmann variables.

∫
Dc means the integration over all the path ofc(τ)

along the imaginary timeτ.
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Integrating out all the degrees of freedom except for a representative siteo (called the
impurity), we can define the effective actionSeff as

1
Zeff

e−Seff [c†o,co] ≡ 1
Z

∫ ∏

i,o

Dc†i Dcie
−S, (3.2)

Zeff ≡
∫

Dc†oDcoe
−Seff .

In this section we describe the DMFT for the single-orbital Hubbard Hamiltonian,

Ĥ = t
∑

i jσ

c†iσcjσ − µ
∑

iσ

niσ + U
∑

i

ni↑ni↓, (3.3)

for simplicity, while more complex lattice fermion models can be discussed in a similar
way.

Metzner and Vollhardt [105] first pointed out that lattice fermion models have a non-
trivial limit of large spatial dimensiond → ∞, when one scales the transfert ast ∼ d−

1
2 .

In this limit, the fourth or higher order terms in the fermion operators in the effective
actionSeff can be neglected, since they are higher order ind−1. Hence we can write the
effective action in a form

Seff = −
∫ β

0
dτ

∫ β

0
dτ′

∑

σ

c†oσ(τ)[g0σ(τ−τ′)]−1coσ(τ′) + U
∫ β

0
dτno↑(τ)no↓(τ), (3.4)

where [g0σ(τ−τ′)]−1 is the mean-field (Weiss) function that includes retarded effects from
local quantum fluctuations [20, 106, 107].

It is much easier to solve this impurity model than to solve the original model defined
on a lattice. We have several numerically exact solvers to the impurity problem: The
quantum Monte Carlo method and the exact diagonalization, etc. We will discuss these
methods in§3.5.

After we solve the impurity problem and obtain the electron self-energy, we come
back to the original lattice model. Because the electron self-energyΣ has nok depen-
dence in the infinite-dimension limit [108], Green’s function for the interacting electron
becomes

Gσ(k, iωn) = {[gσ(k, iωn)]
−1 − Σσ(iωn)}−1, (3.5)

whereωn ≡ (2n+1)π
β

is the Matsubara frequency for fermions, andgσ is the noninteracting
electron Green function,

gσ(k, iωn) =
1

iωn + µ − εk
. (3.6)

The local Green function is then given by

Goo,σ(iωn) ≡
∑

k
Gσ(k, iωn) =

∫
dε

D(ε)
iωn + µ − ε − Σσ(iωn)

, (3.7)
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whereD(ε) denotes the noninteracting density of electron states in the infinite dimension.
When we consider the Bethe lattice,D(ε) is a semielliptical function,

D(ε) =
4
πW

√
1−

(
2ε
W

)2

, (3.8)

whereW is a bandwidth. For the hypercubic lattice we have a Gaussian function,

D(ε) =
2
√

2√
πWeff

e
− 8ε2

W2
eff . (3.9)

Although this function has infinitely long tails, contributions from the high energy parts
are exponentially small. Hence, in Eq. (3.9) we defined an effective bandwidthWeff as

Weff ≡ 4

√∫ ∞

−∞
ε2D(ε)dε, (3.10)

to give the same second moment as that for semielliptical density of states (3.8) with
W = Weff.

We can reproduce the Weiss functiong0 from the local Green function (3.7) and the
local self-energyΣσ(iωn) as

[g0σ(iωn)]
−1 = [Goo,σ(iωn)]

−1 + Σσ(iωn). (3.11)

This equation provides a new Weiss function for the effective action (3.2) through the
Fourier transformation,

g0σ(τ) =
1
β

∑

ωn

g0σ(iωn)e
−iωnτ. (3.12)

Eqs. (3.4), (3.5), (3.7), (3.11), and (3.12) constitute a self-consistent loop, which can
be solved numerically.

· Susceptibilities
We can also calculate the two-particle Green functions in the limit of the infinite di-

mension. The two-particle Green functions are needed to calculate response functions
such as the charge, spin, orbital, and superconducting susceptibilities. Here we take for
example the spin susceptibilitiesχab(q, iν) (a,b = x, y, z), which are calculated in Chap. 5.
Although we take a single-orbital model for simplicity in this section, the extension to
multiorbits is straightforward. The charge, orbital, and superconducting susceptibilities
can be calculated in a similar way.

The spin susceptibility on a lattice is defined by

χab(q, iν)≡ 1
β

∫ β

0
dτ

∫ β

0
dτ′〈TτS

a
q(τ)Sb

−q(τ′)〉eiν(τ−τ′) (3.13)
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with Sa
q(τ) ≡ 1

2

∑
kss′ c

†
ks
σa

ss′ck+qs′. With the two-particle Green functions,

χ(q, iν; k, iω; k′, iω′) ≡
∫ β

0
dτ1

∫ β

0
dτ2

∫ β

0
dτ3

∫ β

0
dτ4e

−i[(ω+ν)τ1−ωτ2+ω′τ3−(ω′+ν)τ4]

× 1
4

∑

σσ′
σσ′〈Tτc

†
k+qσ(τ1)ckσ(τ2)c

†
k′σ′

(τ3)ck′+qσ′(τ4)〉, (3.14)

defined on a lattice, thezzcomponent of the spin susceptibility is written as

χzz(q, iν) =
1
β3

∑

ωω′

∑

kk′
χ(q, iν; k, iω; k′, iω′). (3.15)

We calculate the two-particle Green functions through the Bethe-Salpeter equation,

χ−1(q, iν; k, iω; k′, iω′) = χ−1
0 (q, iν; k, iω; k′, iω′) − Γ(q, iν; k, iω; k′, iω′), (3.16)

whereχ0 is the irreducible lattice Green function defined by

χ0(q, iν; k, iω; k′, iω′) ≡ −β
2

4
δkk′δωω′

∑

σ

Gσ(k + q, iω + iν)Gσ(k, iω), (3.17)

andΓ is the vertex function.
In the limit of the infinite dimension, the vertex function can be replaced with the local

one [108, 109],

Γ(q, iν; k, iω; k′, iω′) = Γ(iν; iω, iω′) = χ−1
loc,0(iν; iω, iω′) − χ−1

loc(iν; iω, iω′), (3.18)

whereχloc,0 is the irreducible local Green function

χloc,0(iν; iω, iω′) ≡ −β
2

4
δωω′

∑

σ

Gloc,σ(iω + iν)Gloc,σ(iω), (3.19)

andχloc is defined by

χloc(iν; iω, iω′) ≡
∫ β

0
dτ1

∫ β

0
dτ2

∫ β

0
dτ3

∫ β

0
dτ4e

−i[(ω+ν)τ1−ωτ2+ω′τ3−(ω′+ν)τ4]

× 1
4

∑

σσ′
σσ′〈Tτc

†
σ(τ1)cσ(τ2)c

†
σ′(τ3)cσ′(τ4)〉. (3.20)

Gloc,σ(iω) andχloc(iν; iω, iω′) are the one- and two-particle Green functions, respectively,
which are numerically calculated for the impurity model (3.2).

3.2 Application to the single-orbital Hubbard model

There exist a huge number of applications of the DMFT not only to the Hubbard model,
but to a variety of models such as the periodic Anderson model [110]-[116], the Hubbard-
Holstein model [117]-[123], etc. However, we only review the results for the single-
orbital Hubbard model in this section, and those for the multiorbital Hubbard model in
the next section.
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U

Figure 3.1:U dependence of the mass renormalization factorz for the Bethe(hypercubic)
lattice with W(Weff)=4, calculated by Bulla with the DMFT+NRG method (after
Ref. [132]).

3.2.1 Mott’s transition

The first prominent result obtained with the DMFT is the description of Mott’s metal-
insulator transition in the single-orbital Hubbard model [14, 18, 20, 21, 22, 24, 26, 27],
[124]-[139]. As mentioned in Chap. 1 the Mott transition has been a challenge in the
field of correlated electron systems. The DMFT provided the first unified framework for
describing the transition from both metallic and insulating sides.

From the metallic side the transition is characterized by the disappearance of the mass
renormalization factor, i.e., the divergence of the quasiparticle effective mass. Within
the DMFT the renormalization factor continuously approaches to zero asU is increased
from weak-coupling region, and it vanishes at a critical couplingUc2 (Fig. 3.1), which
is estimated to be∼ 1.47W(1.45Weff) at T = 0 for the Bethe(hypercubic) lattice [132].
On the other hand an insulating solution is found aboveUc1 ∼ 1.2W(< Uc2), so that the
metallic and insulating solutions coexist in the rangeUc1 < U < Uc2.

Figure 3.2 is theU − T phase diagram of the single-orbital Hubbard model at half
filling obtained by DMFT studies, where magnetic orders are excluded. We can see that
the two linesUc1(T) andUc2(T) merge at a critical end point (Uc,Tc). The first-order
transition lineU∗(T) belowTc merges again withUc2(T) line atT = 0, which means that
the transition is of second order atT = 0.

We can also study the Mott transition in terms of the density of electron states. Figure
3.3 is the density of statesA(ω) obtained with the DMFT+ numerical renormalization-
group (NRG) method by Bulla [132]. In the metallic region close to the Mott transition
(U . Uc), there is a three peak structure: The broad peaks at aroundω = ±0.7W are
considered to be a precursor of the lower and upper Hubbard bands in terms of the Hub-
bard picture [10], while the sharp quasiparticle peak atω = 0 is interpreted as a Kondo
resonance peak, which is commonly seen in the Anderson models at low temperatures.
As U increases, the quasiparticle peak becomes narrower, keeping the heightA(ω = 0)
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Figure 3.2: Phase diagram of the single-orbital Hubbard model at half-filling, where
magnetic orders are excluded. The squares and crosses, calculated with the DMFT+ED
method, mark the coexistence boundariesUc1(T),Uc2(T) and the first-order transition
line U∗(T), respectively. Diamonds atT = 0 denote the DMFT+NRG results. Curves are
guide to the eye. (From Ref. [136].)

unchanged, to vanish at a critical couplingUc2, where the density of states splits into the
lower and upper Hubbard bands.

The filling-control Mott transition has also been studied by a number of other authors
[14], [18]-[28]. For the two-dimensional Hubbard model, the ground-state phase dia-
gram on theU − µ (µ: chemical potential) plane was obtained by Watanabe and Imada
[28] with the path-integral renormalization-group method [29] (see§1.2.1). For the two-
dimensional model, Furukawa and Imada [19] found that the charge compressibility di-
verges at the zero temperature transition pointU∗(T = 0). In the infinite dimension,
Kotliar et al. [27] found a divergence of the charge compressibility at the critical end
point (Uc,Tc). They discussed the Ceα − γ transition in this light.

3.2.2 Ferromagnetism

Ferromagnetism has been another subject of DMFT studies for the single-orbital Hubbard
model. Since the DMFT can take account of electron correlations exactly in the infinite
dimensional limit, the interest is whether ferromagnetism is realized in the single-orbital
model with strong electron correlations.

For the hypercubic lattice no ferromagnetism has been found except for the large
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Figure 3.3: Change of the density of statesA(ω) around Mott’s transition, calculated by
Bulla with the DMFT+NRG method (after Ref. [132]).

U limit [22, 124, 140, 141]. Ulmke, on the other hand, examined a face-centered cu-
bic (fcc) lattice, which has an asymmetric density of states [142]. He showed, with the
DMFT+QMC, that metallic ferromagnetism appears for intermediateU(∼W) at low tem-
peratures in a rather wide range of filling (0.2 . n . 0.9). This reminds us of the result
obtained by Aritaet al. [143], who showed, with the fluctuation-exchange and the two-
particle self-consistent approximations in the weak coupling regime for three-dimensional
lattices, that fcc lattices are favorable for ferromagnetism as compared to simple cubic and
body-centered cubic (bcc) lattices.

We focus on this topic in§5.1.2.

3.2.3 Superconductivity

Superconductivity is also an important and intriguing issue of electron correlation. Since
the DMFT is a mapping on a single-site problem, it cannot treat anisotropic pairings.
There have been, however, a variety of generalizations of the DMFT to include spatial
correlations [26], [50], [144]-[154].

The d-wave superconductivity in the two-dimensional (2D) Hubbard model, which
is a simple model for high-Tc cuprates, has been studied with cluster extensions of the
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DMFT such as the dynamical cluster approximation (DCA) [49, 50, 144, 146, 155]. The
DCA takes account of thek dependence of the self-energy by mapping the original lattice
problem onto a periodic cluster of sizeNc. Maier et al. [49] found a finite-temperature
transition to thedx2−y2-wave superconductivity in the 2D Hubbard model on a square
lattice, using DCA calculations up toNc = 26. Because in 2D systems the Mermin-
Wagner theorem [51] precludes long-range orders with a broken continuous symmetry at
finite temperatures, the superconducting transition, if it still exists in theNc→ ∞ limit, is
expected to be a Kosterlitz-Thouless transition [52]. The relevance of the DCA result to
the Kosterlitz-Thouless transition was discussed by Maieret al. [49]

3.3 Application to the multiorbital Hubbard model

There are also a large number of DMFT studies for multiorbital systems. However, there
has been a discrepancy in the studied models, that is, Hund’s exchange and the pair-
hopping interactions have been treated differently by authors. It is mainly due to the tech-
nical reason that the conventional Hirsch-Fye QMC method, which is a standard solver for
the multiorbital DMFT, has difficulties in treating these interactions, while other solvers
like the exact diagonalization (ED) or the QMC algorithm proposed by the present authors
[156] can handle these interactions. We review these studies, paying a special attention to
the treatment of the Hund exchange and pair-hopping interactions.

3.3.1 Mott’s transition

The first application of the DMFT to multiorbital systems was done by Rozenberg [157].
He investigated, with the DMFT+QMC, the two-fold degenerate Hubbard model on the
Bethe lattice forU = U′ andJ = 0 at finite temperatures, and found the first-order metal-
insulator transitions at integer fillings (n = 1,2,3, n: density of electrons) and a relation
Uc(n = 2) > Uc(n = 1) = Uc(n = 3). For this type of interactions (i.e.,U = U′ andJ = 0),
the critical couplingUc at half filling (n = M) increases as the orbital degeneracyM is
increased [158]-[162]. In reald-electron systems, however, the situation would be more
complex since the eachd orbital has different dispersions. The Mott transition for more
realistic dispersions, which are constructed from the doubly degenerateeg orbitals and the
triply degeneratet2g orbitals on simple cubic and body-centered cubic lattices in three di-
mensions, has been discussed by Miura and Fujiwara [163] with the DMFT+ the iterative
perturbation theory (IPT). They concluded that the criticalU depends significantly on the
lattice structure and the shape of the orbitals. The relation ofUc andd-orbital degeneracy
M in real materials is still an open question.

The situation is completely changed from theU = U′ model when we take Hund’s
coupling into account (J > 0). In order to see the effect of Hund’s coupling the multior-
bital Hubbard model without the spin-flip and pair-hopping interactions (in other words,
the model with Ising-type Hund’s coupling−2JŜz

imŜz
im′, see§2.2) has been studied ex-

tensively [159], [164]-[169]. In these studies, the Hirsch-Fye QMC method, which has
difficulties in treating SU(2) Hund’s coupling−2JŜim · Ŝim′ and the pair-hopping interac-
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Figure 3.4:U − T phase diagram for the two-fold degenerate Hubbard model with the
SU(2) Hund couplingJ = 0.1U or with J = 0 for U = U′ + 2J andW = 4, obtained by
Inabaet al. [162] Closed symbols denote lower (Uc1) and upper (Uc2) critical couplings
for the Mott transition while open circles (Uc) denote the first-order transition points.
Curves are guide to the eye. (From Ref. [162].)

tion, has mainly been employed as a DMFT solver. The criticalU for the Mott transition
is considerably decreased when the Ising-type Hund coupling is introduced [159]. The
spin and orbital rotational symmetries have been destroyed in these studies.

Koga et al. [170] investigated a two-orbital model with SU(2) Hund’s coupling but
without the pair-hopping interaction by means of the DMFT+ED method. They discussed
the stability of a metallic phase in the model in terms of orbital fluctuations: For smallJ
(i.e., U ∼ U′) a large orbital fluctuation stabilizes metallic states while Hund’s coupling
suppresses the fluctuation and stabilizes an insulating state.Ōno et al. [171] studied
the same model, using the linearized DMFT method [133], to show that the inclusion of
(SU(2)-)Hund’s exchange coupling changes the nature of the Mott transition atT = 0
from continuous (atJ = 0) to discontinuous one (forJ > 0). The same conclusion was
obtained by Inabaet al. [162] for the two-orbital model with SU(2) Hund’s coupling and
the pair-hopping interaction (Fig. 3.4), by means of the self-energy-functional approach
[151], which is based on a variational principle for the Luttinger-Ward functional.

Pruschke and Bulla [104] extended the numerical renormalization-group method to
two orbits, and applied it to the DMFT. Although their algorithm can treat the spin-flip
and pair-hopping interactions, an asymmetric truncation for orbital degrees of freedom,
that is, a sequential addition of each orbital space, is needed to repress the increase of the
Hilbert space in the iterative diagonalizations. As is described in§2.2, they showed that
the Mott transition at ground state is first order for Ising Hund’s coupling while second
order for SU(2) Hund’s coupling. This result for SU(2) Hund’s coupling conflicts with
Inaba’s result [162], which suggests a first-order transition. The discrepancy may be due
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Figure 3.5: Temperature dependence of thes-wave superconducting susceptibilities in the
two-orbital Hubbard model on the hypercubic lattice.n= 1.8, Weff = 2

√
2, U = 1.5, U′=

0.7 andJ = 0.4 are used. Pairing symmetries are 1: spin-singlet, 3: triplet; Sa,b,c: orbital-
symmetric [Eq. (3.21)], A: antisymmetric [Eq. (3.22)]; E: even-, O: odd-frequency. Solid
curves are guides to the eye. Inset: Temperature dependence of the inverse susceptibilities
of 3AE pairing forn = 1.8 and 2.0. Dashed curves are extrapolations. (From Ref. [156].)

to the different parameterizations for the interactions between the two calculations, while
it requires further studies.

3.3.2 Ferromagnetism

Ferromagnetism in multiorbital systems has also been explored in the DMFT.
Held and Vollhardt [164] found an itinerant ferromagnetism for the Bethe lattice in

the presence of Ising Hund’s coupling. However, the absence of the spin and orbital rota-
tional symmetries in this calculation may result in an overestimation of the ferromagnetic
instability, as elaborated in§5.2.

Momoi and Kubo [172] applied the DMFT+ED method to the two-orbital Hubbard
Hamiltonian including SU(2) Hund’s coupling and the pair-hopping interaction. They in-
vestigated the hypercubic lattice around quarter filling (n ∼ 1) and found a ferromagnetic
ground state in the insulating phase atn = 1 and in the electron-doped case atn = 1.2.

We shall discuss the ferromagnetism in detail in§5.1.3.
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3.3.3 Superconductivity

Although the single-site nature of the DMFT prohibits to investigate anisotropic pairings
like p and d waves, we can still discuss a variety of possible pairings in multiorbital
systems with the DMFT.

Han [173] and Sakaiet al. [156] considered the symmetry of Cooper pairs with respect
to the orbital degrees of freedom. They studieds-wave pairing symmetries in thed =

∞ two-orbital degenerate Hubbard model on the Bethe [173] and the hypercubic [156]
lattices, developing different QMC schemes (described in§4.2) to take full account of
Hund’s coupling and the pair-hopping interaction. Since the total symmetry in this case
consists of spin⊗ orbital⊗ frequency,

Notation Spin Orbital Frequency
1SE singlet symmetric even
3AE triplet antisymmetric even
1AO singlet antisymmetric odd
3SO triplet symmetric odd

are the possibilities. The pairs that are formed across different orbitals are especially
interesting. The orbital-symmetric pairs are

Sa : c1↑c1↓ + c2↑c2↓,

Sb : c1↑c1↓ − c2↑c2↓, (3.21)

Sc : c1↑c2↓ + c2↑c1↓,

wherec1↑c1↓ andc2↑c2↓ are combined into bonding and antibonding states due to the pair-
hopping interaction, while the orbital-antisymmetric pairs are

A : c1↑c2↑,

c1↓c2↓,

c1↑c2↓ − c2↑c1↓, (3.22)

which are triply degenerate.
The calculated superconducting susceptibilities (Fig. 3.5) indicate that spin-triplet⊗

orbital-antisymmetric⊗even-frequency pairing is favored in the presence of Hund’s cou-
pling, and further the susceptibility diverges at a finite temperature (Fig. 3.5, inset).

However, we should compare this result to that for anisotropic pairings, since in the
single-orbital systems a superconductivity from electron-electron repulsions is dominant
only when the gap function has nodes in the Brillouin zone. Anisotropic pairings can be
treated in principle with the cluster DMFT methods, although the calculation would be
too heavy to implement at present.
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Figure 3.6: A schematic representation of the orbital-selective Mott transition. In
Ca2−xSrxRuO4, the wide and narrow bands correspond todxy anddxz,yz, respectively.

3.3.4 Orbital-selective Mott’s transition

Another topic specific to multiorbital systems is the orbital selective Mott transition. The
phenomenon was first proposed by Anisimovet al. [83] to explain an anomalous phase
in Ca2−xSrxRuO4, where strong antiferromagnetic correlations are observed in the metal-
lic region of 0.2 < x < 0.4 [79] (see§1.3.3). Considering that the material is at2g

three-orbital system consisting of one wide band and two narrow bands, Anisimovet al.
proposed that the wide band has metallic properties while the narrow bands are insulat-
ing with the antiferromagnetic correlation (Fig. 3.6). They confirmed this idea with the
LDA+DMFT calculation, using the non-crossing approximation as the impurity solver.

After Anisimov’s proposal Liebsch [165] claimed a single Mott transition in mul-
tiorbital systems, that is, the absence of the orbital-selective Mott transition, based on
the DMFT+iterative perturbation theory and the DMFT+QMC study for the two-orbital
Hubbard model with one wide and one narrow bands, where he ignored the spin-flip
and pair-hopping interactions. Kogaet al. [174] took account of these interactions by
means of the DMFT+exact diagonalization (ED) method, and showed the existence of
the orbital-selective Mott phase, in contrast to Liebsch’s suggestion. Further studies on
this system has been carried over by many authors [166, 167, 168], [175]-[179]. Knecht
et al. [166] showed, with a high-precision DMFT+QMC simulation, the existence of
two distinct Mott transitions even for Ising Hund’s coupling, where the two transitions
were not discriminated in the accuracy of Liebsch’s calculation [165]. Recently a non-
Fermi-liquid behavior in the orbital-selective Mott phase was discovered for Ising Hund’s
coupling by Biermannet al. [168] and the problem attracts renewed interests [169].

We note that, despite the evidence for the orbital-selective Mott transitions in the
two-orbital Hubbard model with unequal bandwidths, it is still controversial that the tran-
sitions really occur in Ca2−xSrxRuO4. Indeed, there have been some experiments that
conflict with the orbital-selective Mott picture, as described in§1.3.3. Hence more real-
istic calculations are clearly required for this system.

For such a purpose the multiorbital DMFT has been playing an important role, through
the so-called local density approximation+DMFT method. We review this method in the
next section.
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Figure 3.7: Comparison of the one-electron spectra for La0.94Sr0.06TiO3 obtained from
a photoemission experiment [182], an LDA calculation, and an LDA+DMFT(+QMC)
calculation (after Ref. [197]).

3.4 The LDA+DMFT method

One of the most notable achievements in the quantum chemistry and condensed-matter
physics is the density functional theory [180, 181], which has enabled us to calculate elec-
tronic structure of real materials from first principles. In order to calculate the exchange-
correlation potential, which includes the exchange interaction and correlation effects,
the local density approximation (LDA) has been successfully employed in the density
functional theory for materials such as light metals and semiconductors. However, the
LDA cannot reproduce the electronic structure of strongly-correlated electron systems
such as transition-metal oxides; for example, LaTiO3 is a Mott insulator experimentally
[182, 183], but a metal in the LDA calculation [184]. This is because the LDA does not
take account of the strong correlation of localizedd electrons in these materials.

Much effort has been made to incorporate these effects intoab initio calculations
[181, 185, 186]. A promising approach is to combine the first principles calculations with
tight-binding-model calculations which can treat electron correlations [186, 187]. The
LDA+DMFT method [188, 189, 190] is one of such methods. In this method the tight-
binding model, which is solved with the DMFT, is constructed by the LDA calculation.
The multiorbital Hubbard model (2.9) is usually adopted for this purpose, whereU, U′, J,
and the band structure (that is, the one-electron part of the Hamiltonian) are determined by
the LDA. The DMFT result can produce a revised electron density for the next input for
the LDA calculation. This gives a self-consistent loop for the LDA and the DMFT calcu-
lations, although, in practice, most LDA+DMFT calculations reported heretofore, except
for Refs. [191]-[196], do not feedback the DMFT result to the LDA. The LDA+DMFT
method is promising because the DMFT treats strong correlations, so that it can handle
the Mott metal-insulator transition, in particular.
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Figure 3.8: Comparison of the one-electron spectra for SrVO3 and CaVO3 obtained from
a photoemission experiment (left panel) [202], an X-ray absorption experiment (right
panel) [200] and an LDA+DMFT(+QMC) calculation [202] (after Ref. [202]).

The LDA+DMFT was started by Anisimovet al. with an application to the doped
Mott insulator La1−xSrxTiO3 [188]. The result forx = 0.06 agrees well with the exper-
imentally obtained photoemission spectra [182], which is not reproduced by the LDA
alone (Fig. 3.7 [197]. See also Refs. [198, 199]). Also, the insulating behavior of the
above mentioned LaTiO3 was reproduced with an LDA+DMFT calculation [199].

Various vanadium compounds have been investigated with the LDA+ DMFT method.
Especially, a strongly correlated metal Sr1−xCaxVO3 has attracted much attention be-
cause of its simple 3d1 electronic configuration. The photoemission spectra (Fig. 3.8,
left panel), below the Fermi energyEF, of this material have a pronounced quasiparticle
peak at aroundEF and a lower Hubbard peak at about−1.5 eV, while the X-ray absorption
spectra (Fig. 3.8, right panel), aboveEF, have a quasiparticle peak at aroundEF and an
upper Hubbard peak at about 2.5 eV [182, 200, 201, 202]. The spectra calculated with
the LDA+DMFT reproduce well this spectral structure [199], [201]-[204]. The mech-
anism of the Mott metal-insulator transition in V2O3 [130, 205, 206, 207], VO2 [196]
and BaVS3 [204, 208], and a heavy-fermion behavior in LiV2O4 [209] have also been
discussed within this framework.

Lichtensteinet al. [210] investigated ferromagnetic Fe and Ni in this scheme, and ob-
tained a Curie temperatures which is close to, but somewhat higher than, the experimental
results. We discuss their results in§5.2.

Yamasakiet al. [211] investigated the pressure-induced insulator-to-metal transition
in LaMnO3. They suggested that the transition is not a Mott-Hubbard type, but is caused
by aneg orbital splitting due to the interplay of a Jahn-Teller distortion and the Coulomb
interaction.

Liebsch and Lichtenstein [212] studied the normal state of the spin-triplet supercon-
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ductor Sr2RuO4 (see§1.3) with this method, where they discussed effects of Hund’s cou-
pling on the normal-state electron spectra. Recently, Pchelkinaet al. [195] reinvestigated
this material, comparing the LDA+DMFT result with photoemission and X-ray absorp-
tion experiments, and concluded the presence of strong electron correlations in this mate-
rial. In §6.1.2 we focus on these applications. For Ca-doped Sr2RuO4 the LDA+DMFT
study [83] fuelled intensive studies on the orbital-selective Mott transition, as described
in the previous section.

Many other intriguing transition-metal compounds have been explored with the LDA+

DMFT so far; a half-metallic ferromagnet CrO2 and a dilute ferromagnetic semiconductor
Ga1−xMnxAs by Cracoet al. [213], and the host material of a hydrated superconductor
Na0.3CoO2 by Ishidaet al. [53, 214], among others. The Mott insulating state in alkali-
metal loaded zeolites was also studied by Aritaet al. [215].

The LDA+DMFT has also been applied tof -electron systems. For example, Savrasov
et al. [191] suggested, by means of the self-consistent LDA+DMFT method, that the vol-
ume change betweenα- andδ-phases in the metallic plutonium is originated from electron
correlations. Heldet al. [192] discussed the Ceγ-to-α volume collapse transition in terms
of the volume dependence of the correlation energy (see also Ref. [216].) McMahan [193]
extended this argument to other lanthanides, Pr and Nd.

Despite these successes, there are some obvious defects in the LDA+DMFT method.
First, the DMFT, due to its mean-field nature, cannot treat spatial anisotropy, or neglects
spatial fluctuations. To improve this point, Sun and Kotliar [148], Zein and Antropov
[149], and Biermannet al. [150] proposed to combine the GW method, which ap-
proximates the electron self-energy with a product of the Green function and a screened
Coulomb interaction, and the DMFT, instead of the LDA+DMFT. In this scheme we can
expect that the spatial fluctuations at the RPA (random phase approximation) level are in-
corporated. Another natural solution to this problem is to adopt the cluster-DMFT meth-
ods [50, 217] (see§3.2.3). However, because most strongly-correlated materials have the
orbital degrees of freedom, we must solve a multiorbital cluster problem in these cases.
The Hirsch-Fye QMC method, which has been a standard and the only exact solver for the
single-orbital cluster problems, can handle only very small clusters in multiorbital cases;
four sites with two orbitals may be the limit of computation, when we include full Hund’s
coupling. Since cluster-DMFT methods suffer finite-size effects for a small cluster size
[49], some breakthrough is required to proceed in this direction.

Second flaw in the existing LDA+DMFT studies are the following: Since most LDA+

DMFT studies have employed the Hirsch-Fye QMC method as the impurity solver, the
spin-flip and the pair-hopping interactions in the Hamiltonian (2.9) have been neglected
so far. This violation of the spin and orbital rotational symmetries of the Hamiltonian may
lead to wrong conclusions.

We develop in§4.5 a numerically exact quantum Monte Carlo method preserving
these rotational symmetries. In§6.4.1 we apply the algorithm to the LDA+DMFT cal-
culation for Sr2RuO4, and show that qualitative differences do indeed exist between the
quasiparticle spectra obtained with the conventional Hirsch-Fye QMC algorithm (for Ising
Hund’s coupling ) and those with our new algorithm (for full Hund’s coupling).
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3.5 Comparison of impurity solvers

To extend applicability of the DMFT various solvers have been developed for the impurity
models. These solvers have their pros and cons, and are accordingly favorable in different
situations.

The iterative perturbation theory [107, 161, 218, 219] and the non-crossing approxi-
mation [22, 125, 220] solve the impurity problem approximately, assuming some analytic
form for the self-energy. These methods are computationally inexpensive, and are conve-
niently applied to large number of orbits, although they cannot treat electron correlations
accurately. The linearized DMFT [133] has an analytic solution of the self-consistent loop
but it can treat only the vicinity of Mott’s transition.

There are some numerically exact1 methods such as the exact diagonalization (ED),
the Hirsch-Fye quantum Monte Carlo (HFQMC) method, and the numerical renormaliza-
tion-group (NRG) method.

The ED [128] maps the effective impurity problem (3.2) onto the Anderson impurity
Hamiltonian [see Eq. (4.1) below] with finite number of conduction bath orbitals. The
method becomes exact in the limit of large number of the bath orbitals. The ED has
the advantage that it can easily handle all the multiorbital interactions including Hund’s
exchange and the pair-hopping term. However, it cannot treat large numbers of bath or-
bitals because the dimension of the Hilbert space increases exponentially with the number
of bath orbitals. The orbital degree of freedom at impurity site further increases the di-
mension and decreases the number of tractable bath orbitals (in practice 4-6 bath sites
are taken for two-orbital impurity models). Therefore the DMFT+ED studies have been
usually limited to two-orbital systems.

The NRG method [132] is also powerful forT = 0 or very low temperatures. The
method discretizes conduction-bath electron’s space on a logarithmic energy scale, and
takes contributions from lower-energy parts through recursive diagonalizations. It be-
comes exact in the limit of fine discretization. Although the NRG can take account of
infinite number of bath sites as opposed to the ED, it has a difficulty in treating large de-
grees of freedom at the impurity site because of increasing size of the Hilbert space. So
it has been mainly applied to the single-orbital DMFT. An extension to two orbitals was
recently made by Pruschke and Bulla [104], but an asymmetric truncation with respect

Solver Spectrum Temperature 3 orbitals SU(2) Hund
ED discrete T ∼ 0 intractable tractable

NRG continuous T ∼ 0 intractable possible [104]
HFQMC continuous highT or possible only possible

T = 0 [225] for Ising Hund [156, 173]

Table 3.1: Comparison of numerically exact impurity solvers.

1Here the word ‘numerically exact’ means that the method becomes exact in some limit which is inde-
pendent of the parameters in the Hamiltonian.
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to the orbital degrees of freedom has to be done to treat SU(2) Hund’s coupling and the
pair-hopping interaction.

The HFQMC method [221, 222, 223] decomposes the original many-body system into
a sum of one-body systems with the Trotter decomposition and the Hubbard-Stratonovich
transformation, and samples the one-body systems according to the stochastic weight (for
detail, see§ 4.1). The method becomes exact in the limit of large Trotter number. The
HFQMC can handle not only two but more orbitals in contrast to the ED and the NRG,
and also produces continuous spectra. The former is important since there are various
intriguing systems having three or more orbitals, especiallyt2g-electron transition-metal
oxides exemplified by the spin-triplet superconductor Sr2RuO4 [2, 78]. The latter (spec-
trum) is crucial for comparing results with experiments like photoemission spectroscopy.
For these reasons the HFQMC method has been by far the most widely employed impurity
solver, especially for the LDA+DMFT method.

The HFQMC has, however, some difficulties. First, it is difficult to reach low tem-
peratures because lower temperatures require larger Trotter time-discretization numbers,
which results in much heavier computations. Second, it requires some contrivance to
treat two-body interactions that cannot be written in a density-density form, such as the
spin-flip and pair-hopping interactions in the multiorbital Hubbard Hamiltonian (2.9).
Moreover, even if we succeed in incorporating these interactions into the HFQMC, there
appears the so-called negative sign problem, which further makes low-temperature studies
difficult.

For these reasons, in most HFQMC studies2 including the LDA+ DMFT calculations,
only the Ising (z) component of Hund’s exchange coupling has been considered, with
the spin-flip (x and y) and pair-hopping terms neglected. This treatment is of course
unphysical: It violates the spin and orbital rotational symmetries of the Hamiltonian (2.9).

In order to overcome these adversities in the HFQMC, we develop in the next chap-
ter a new QMC method which can treat the rotationally symmetric Hamiltonian (2.9).
The method introduced in§4.5 greatly suppresses the sign problem compared with the
HFQMC and can treat more than two orbital systems.

2Exceptions are Refs. [156, 173, 175] and [176].

39



Chapter 4

The auxiliary-field quantum Monte
Carlo methods

We propose an auxiliary-field quantum Monte Carlo (QMC) method for multiorbital sys-
tems, especially as a solver for the multiorbital DMFT. The algorithm is based on the
Trotter decomposition and a series expansion.

Before embarking on our algorithm we first review the conventional Hirsch-Fye QMC
method for the single-orbital Anderson impurity model in§4.1. Next we extend the
Hirsch-Fye algorithm to multiorbital models in§4.2, and discuss the sign problem, caused
by the spin-flip and pair-hopping interactions, in§4.3. In §4.4 recent developments in
QMC methods based on series expansions are reviewed. Our algorithm is introduced in
§4.5 and its applicable scope is discussed in§4.6.

4.1 The Hirsch-Fye algorithm for the single-orbital case

The Hirsch-Fye QMC method [221, 222, 223] is a well-established, numerically exact
solver for the Anderson impurity problem, and it has also been the most widely-used
solver for the DMFT [18]. The key ingredients of this method are the Trotter decomposi-
tion and the discrete auxiliary-field decoupling (the Hubbard-Stratonovich transformation
[221]).

· General formalism
We start with the single-orbital Anderson impurity model,

ĤAIM = Ĥ0 + Ĥint,

Ĥ0 ≡
nc∑

p=1

∑

σ

εpc
†
pσcpσ +

nc∑

p=1

∑

σ

(Vpc
†
pσcdσ + H.c.) +

(
εd +

U
2

)∑

σ

ndσ,

Ĥint ≡ U
(
nd↑nd↓ −

nd↑ + nd↓
2

)
, (4.1)

wherep = 1, .., nc represent the conduction-bath orbitals,d represents the impurity site,
andεp andεd are the corresponding one-electron energies.
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The partition function of this system is

Z = Tre−βĤAIM . (4.2)

In order to implement a numerical calculation, the imaginary time interval [0, β] is dis-
cretized intoL time slices,

τl = l∆τ (l = 1, ..., L),

∆τ = β/L. (4.3)

With the Trotter decomposition, the partition function (4.2) becomes

Z = Tr
L∏

l=1

e−∆τ(Ĥ0+Ĥint) = Tr
L∏

l=1

e−∆τĤ0e−∆τĤint + O(∆τ2), (4.4)

where the exponential of the original HamiltonianĤAIM was decoupled into a product of
non-interacting parte−∆τĤ0 and interacting parte−∆τĤint .

Hirsch and Fye [221, 222] applied the discrete Hubbard-Stratonovich transformation,

e−a[n↑n↓− 1
2 (n↑+n↓)] =

{
1
2

∑±1
s eλs(n↑−n↓) (a ≥ 0)

1
2

∑±1
s eλs(n↑+n↓−1)+ a

2 (a < 0)
, (4.5)

λ ≡ ln
(
e
|a|
2 +
√

e|a| − 1
)
,

to the interacting part at every time slice. Then the partition function (4.2) is written as

Z =
1
2L

∑

s1,...,sL

Zs1,...,sL , (4.6)

where

Zs1,...,sL ≡
∏

σ

Zσ
s1,...,sL

,

Zσ
s1,...,sL

≡ Tr
L∏

l=1

e−∆τĤ
σ
0 eλσslnσ ,

Ĥ0 =
∑

σ

Ĥσ
0 . (4.7)

The above equations are interpreted as a decomposition of the many-particle problem into
a sum of single-particle problems, which are specified by the auxiliary fieldss1, ..., sL.
After this decomposition, we can obtain the expectation value of an arbitrary operatorÂ
as

〈Â〉 =
1
2L

∑

s1,...,sL

Zs1,...,sL

Z
〈Â〉s1,...,sL =

∑
s1,...,sL

Zs1,...,sL〈Â〉s1,...,sL∑
s1,...,sL

Zs1,...,sL

, (4.8)
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where〈 〉s1,...,sL denotes the averaging in the single-particle system specified by the values
of s1, ..., sL.

If we were to take the sum completely, we had to calculate the expectation values ofÂ
in 2L single-particle systems. That is impossible in actuality whenL takes a large number.
Therefore, the stochastic Monte Carlo sampling is used, whereZs1,...,sL is interpreted as a
stochastic weight. Namely, we replace the right hand side of Eq. (4.8) with

∑
QMC Zs1,...,sL〈Â〉s1,...,sL∑

QMC Zs1,...,sL

, (4.9)

where
∑

QMC denotes the sum over Monte Carlo samples.

· Single-particle Green’s function
To carry out the DMFT self-consistency cycle we evaluate Green’s functionGσ(τ, τ′) ≡

〈Tτcσ(τ)c†σ(τ′)〉 in the Monte Carlo sampling, whereTτ is the time ordering operator. Ap-
plying the formula (4.8) we can see that

Gσ(τ, τ′) =
1
2L

∑

s1,...,sL

Zs1,...,sL

Z
gs1,...,sL;σ(τ, τ′),

gs1,...,sL;σ(τ, τ′) ≡ 〈Tτcσ(τ)c†σ(τ′)〉s1,...,sL , (4.10)

wheregs1,...,sL;σ is the Green function of a noninteracting particle in the time-dependent
external potentials1, ..., sL.

These Green functions{gs1,...,sL;σ} for different set of values of (s1, ..., sL) are combined
with each other by anL × L matrix equation [222, 223],

g′ = g + (g− 1)(e−VeV′ − 1)g′,

(eV)i j = eσλsiδi j ,

(g)i j = g(τi , τ j), (4.11)

where we abbreviatedg ≡ gs1,...,sL;σ andg′ ≡ gs′1,...,s
′
L;σ, etc. Fors1=s2=...=sL= 0 we have

eV = 1. Thus the above equation enables us to compute the Green functiongs1,...,sL for
any auxiliary-field configuration from the noninteracting Green functiong0. So we can
obtain the Green functionG directly from the Weiss functiong0, without determining the
parametersεp, Vp, andεd in the Hamiltonian (4.1).

4.2 Extension to multiorbital systems

Sakaiet al. [156] extended the Hirsch-Fye algorithm to multiorbital Anderson models
that include the spin-flip and pair-hopping terms,

Ĥint = ĤU + ĤJ,

ĤU ≡ U
∑

m

nm↑nm↓ +
∑

m<m′,σ

[U′nmσnm′−σ + (U′ − J)nmσnm′σ],

ĤJ ≡ J
∑

m<m′
(c†m↑c

†
m′↓cm↓cm′↑ + c†m↑c

†
m↓cm′↓cm′↑ + H.c.), (4.12)
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where the main contrivance is in the auxiliary-field decoupling of the spin-flip and pair-
hopping interactionsĤJ [156]. Although there have been many DMFT+QMC studies
for multiorbital systems, including the LDA+DMFT calculations, all of them before
Ref. [156, 173] had neglected the spin-flip and pair-hopping interactionsĤJ because the
Hubbard-Stratonovich transformation (4.5) is only applicable for the density-density in-
teractionĤU while the practical decoupling formula for̂HJ had been lacking. As men-
tioned in§2.2 the neglect of̂HJ may give rise to unphysical results because of the absence
of the spin and orbital rotational symmetries, so that a scheme to take inĤJ has been de-
sired.

There had been several efforts in this direction.

· Held and Vollhardt (1998)
Held and Vollhardt [164] attempted the following transformation,

eJ∆τc†1c2c†3c4 =
1
2

±1∑

s

esα(c†1c2−c†3c4),

α ≡
√

J∆τ, (4.13)

for ĤJ term. However, this type of transformation has serious problems: First, in order to
apply this transformation toe−∆τĤJ, we must decompose

e−∆τĤJ = exp[−∆τJ
∑

m,m′
(c†m↑c

†
m′↓cm↓cm′↑ + c†m↑c

†
m↓cm′↓cm′↑)] (4.14)

into a product of the exponentials of the form (4.13), i.e.,
∏

m,m′
exp(−∆τJc†m↑c

†
m′↓cm↓cm′↑) exp(−∆τJc†m↑c

†
m↓cm′↓cm′↑). (4.15)

This decomposition not only causes an error of the orderO(∆τ2), which is summed up into
O(∆τ) by collecting over the imaginary time, but violates the equality of the spins and of
the orbitals in the interaction terms. Second, even if we allow the above decomposition,
the implementation of this algorithm encounters a severe sign problem, as pointed by
Held and Vollhardt [164]. Third, this transformation requires four auxiliary fields for
each two-orbital part of̂HJ, which results in a heavy computation.

· Motome and Imada (1997)
A more practical way to treat these interactions was developed by Motome and Imada

[224]. They wrote the two-body interaction Hamiltonian of theM-orbital Hubbard model
in a quadratic form,

Ĥint =
U′

2
(n− M)2 +

J
2

∑

m<m′
Â2

mm′ + (U − U′)
∑

m

nm↑nm↓,

Âmm′ ≡
∑

σ

(c†mσcm′σ + c†m′σcmσ), (4.16)
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whereU andU′ are the intra- and interorbital Coulomb interactions, andJ is Hund’s rule
coupling. As mentioned in§2.1,U, U′ andJ are related byU′ = U − 2J.

Motome and Imada applied the general formula for an arbitrary operatorf̂ ,

e−α f̂ 2
=

±1∑

l,s

γl

4
eisηl

√
α f̂ + O(∆τ4),

α ≥ 0,

γl ≡ 1 +

√
6

3
l,

ηl ≡
√

2(3−
√

6l), (4.17)

to the quadratic terms in the Hamiltonian (4.16).
An important point in this method is that, when there exists an electron-hole symmetry

and when the third term of̂Hint, (U−U′)
∑

m nm↑nm↓, in Eq. (4.16) is neglected, no negative
weight appears. In such a case,Z↑{sl } becomes the complex conjugate ofZ↓{sl } with a particle-
hole transformation, so the weight (4.7) becomes positive.

However, this situation is not realized when we take account of the third term in
Eq. (4.16), because this term has to be transformed with the usual H-S transformation
(4.5), where the auxiliary fields are real and opposite sign for the opposite spin compo-
nents, as contrasted with a complex field in (4.17), so thatZ↑{sl } = Z↓{sl } cannot hold. For
this reason, Motome and Imada considered an unphysical situation,U = U′ andJ > 0,
and neglected the third term in Eq. (4.16), but this treatment breaks the orbital rotational
symmetry of the interaction.

· Han (2004)
Contrary to these discrete auxiliary-field transformations (4.13) and (4.16), Han [173]

exploited a continuous auxiliary field transformation

ef̂ 2
=

∫
dxexp(−πx2 + 2

√
π f̂ x). (4.18)

He expressed̂HJ for two orbits in a form

−J
2


∑

σ

σ(c†1σc2σ + c†2σc1σ)


2

+
J
2

∑

mσ

nmσ − J
∑

σ

n1σn2σ, (4.19)

and applied Eq. (4.18) to the first term while he decoupled the last term with the discrete
Hubbard-Stratonovich transformation (4.5).

Since, as he showed, this transformation largely improves sign problem compared
with the transformation (4.13), this method would be promising, although we must pick
out the values of (continuous) auxiliary fields from infinite sample space at each time
slices.

· Sakai et al. (2004)
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Sakaiet al. [156] proposed areal and discretedecoupling formula forĤJ for two
orbits in a form,

e−∆τĤJ =
1
2

±1∑

r

eλr( f̂↑− f̂↓)ea(N̂↑+N̂↓)+bN̂↑N̂↓ , (4.20)

where

λ ≡ 1
2

ln
(
e2J∆τ +

√
e4J∆τ − 1

)
,

a ≡ − ln[cosh(λ)],

b ≡ ln[cosh(J∆τ)],

f̂σ ≡ c†1σc2σ + c†2σc1σ,

N̂σ ≡ n1σ + n2σ − 2n1σn2σ. (4.21)

The key points are the relation for̂fσ,

f̂↑ f̂↓ = f̂↓ f̂↑ =
1
J

ĤJ, (4.22)

and the property of̂Nσ,

N̂2
σ = N̂σ. (4.23)

Although the termN̂↑N̂↓ on the right hand side of equation (4.20) is forth order inn, we
can apply the Hubbard-Stratonovich transformation (4.5) to this term, due to the property
(4.23). The resulting terms of the formnn can be combined witĥHU terms. Therefore,
we needonly twoauxiliary fields forĤJ.

With the transformation (4.20) we can assign the values ofU, U′, andJ independently,
so that we can also hold the real-space rotational symmetry of orbitals (U = U′ + 2J).
Moreover, we found that the sign problem is largely relaxed with this transformation
compared with the transformation (4.13) and (4.17).

Using the transformation (4.20) we investigated superconductivity in multiorbital sys-
tems within the dynamical mean-field approximation. Although the DMFT cannot treat
anisotropic pairings, the symmetry of Cooper pairs with respect to the orbital degrees of
freedom gives various type of pairings, as elaborated in§3.3.3. Actually we found that
the spin-triplet orbital-antisymmetric pairing is most dominant amongs-wave pairings in
a rather wide range of filling [156].

Kogaet al. [175] implemented the DMFT+QMC calculation with the transformation
(4.20) to study the orbital-selective Mott transition, where the rotational symmetry of
Hund’s coupling plays a crucial role. They revealed important roles of orbital fluctuations
on the Mott transitions. Arita and Held [176] incorporated the transformation (4.20) into
the DMFT+projective QMC method, which can address ground-state properties [225].
They elucidated the existence of the orbital-selective Mott transition at zero temperature.

Despite these successes, some problems remain to be solved. One is the sign problem,
which is much improved with the transformation (4.20), but still hampers studies at low
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temperatures. Another is the difficulty to extend the transformation (4.20) [and other
transformations (4.17) and (4.18)] to three or more orbits. Since the distinct two-orbital
partsĤmm′

J ’s in ĤJ do not commute with each other, we cannot decouple the exponential
of ĤJ ≡ ∑

m<m′ Ĥ
mm′
J for three or more orbitals into the simple product of two-orbital parts.

In other words, we have

e−∆τĤJ ,
∏

m<m′
e−∆τĤ

mm′
J , (4.24)

where the right hand side violates the equality of the orbital degrees of freedom inĤJ.
1

Therefore, if we want to decouplee−∆τĤJ for more than two orbits, we must construct a
formula decoupling all thêHJ terms simultaneously, without separating it into each two
orbital partĤmm′

J . It seems, however, almost impossible.
In §4.5 we see that these difficulties can be overcome by use of a series expansion,

instead of the Trotter decomposition, forĤJ.

4.3 Negative-sign problem

Quantum Monte Carlo methods have often been plagued by the so-called negative-sign
problem [226, 227]. This problem comes from the fact that the weight of decoupled sys-
tems,Zs1,...,sL in Eq. (4.7), is not positive definite, which associates with the anticommu-
tative property of electrons, and the cancellation of negative and positive weights makes
QMC simulations inefficient.

When a negative weight appears in Eq. (4.8), we must change the weightZ{sl } into |Z{sl }|
and accordingly, the observablêA into signZ{sl }Â, to retain a probability interpretation of
the weight. Then Eq. (4.8) is rewritten as

〈Â〉 =

∑
{sl } Z{sl }〈Â〉{sl }∑
{sl } |Z{sl }|

·
∑
{sl } |Z{sl }|∑
{sl } Z{sl }

=
〈signZ{sl }〈Â〉{sl }〉abs

〈signZ{sl }〉abs
,

〈...〉abs ≡
∑
{sl } |Z{sl }|...∑
{sl } |Z{sl }|

. (4.26)

1It is possible to recover the equality of orbitals in the interaction by summing over the order in which
the each two-orbital parte−∆τĤ

mm′
J appears. Namely, consideringe−∆τĤJ for three orbitals for example, we

can decompose it as

e−∆τĤJ =
1
6

( e−∆τĤ
12
J e−∆τĤ

23
J e−∆τĤ

13
J + e−∆τĤ

12
J e−∆τĤ

13
J e−∆τĤ

23
J

+ e−∆τĤ
23
J e−∆τĤ

12
J e−∆τĤ

13
J + e−∆τĤ

23
J e−∆τĤ

13
J e−∆τĤ

12
J

+ e−∆τĤ
13
J e−∆τĤ

12
J e−∆τĤ

23
J + e−∆τĤ

13
J e−∆τĤ

23
J e−∆τĤ

12
J )

+ O(∆τ3). (4.25)

However, this decomposition will not be suitable because the severe sign problem will occur and also the
large volume of the sample space will lead to a heavy computation.
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In general as temperature is lowered or interaction is strengthened, the number of
negative weights appearing in QMC samples approaches to that of positive weights, and
the average sign,

∑
QMC Z{sl }∑

QMC |Z{sl }|
, (4.27)

decays to zero. Because this decay is exponential, it becomes quite difficult at low tem-
peratures to obtain averaged quantities with sufficient accuracies. This problem has been
a serious obstacle to QMC calculations for the finite-dimensional Hubbard model, where
the transfer of electrons between sites is a source of negative weights.

In the DMFT, however, no negative weights appear in calculation for the single-orbital
Hubbard model. This is because the DMFT replaces the hopping between sites by a
mean field, so that there are no particle-interchanging terms in this approximation [228].
The sign problem does not occur in the DMFT even for the multiorbital Hubbard model
with Ising-type Hund’s coupling. Nevertheless, when we includeĤJ, the sign problem
arises because this interaction exchanges electrons having different spins and orbitals. The
severity of the sign problem depends on how to decompose the original system into one-
body systems. Although there is no firm guiding principle to reduce negative weights, we
semiempirically know that negative weights are suppressed (i) when nondiagonal parts,
corresponding tôHJ, of the interaction matrix (eV in Eq. (4.11)) is small, or (ii) when the
nondiagonal parts appear less frequently.

In §4.5 we propose a novel QMC algorithm based on a series expansion. The algo-
rithm remedies the sign problem to a large extent (see§4.6). We consider that the point (ii)
is, in particular, relevant to this relaxation of the sign problem, since the series expansion
givesĤJ less chance to appear than the conventional Trotter decomposition does.

Before turning to our algorithm, in the next section we review recent progress in QMC
methods based on series expansions.

4.4 Series-expansion algorithms

A series-expansion QMC method for electron systems was first proposed by Romboutset
al. [229] These authors employed a perturbation series expansion,

e−βĤ+α = e−βĤ0+α−βĤint

= e−βĤ0 +

∞∑

k=1

∫ 1

0
dtk

∫ tk

0
dtk−1 · · ·

∫ t2

0
dt1

×e−t1βĤ0(α − βĤint)e
(t1−t2)βĤ0(α − βĤint) · · · e(tk−1)βĤ0, (4.28)

instead of the Trotter decomposition (4.4), to separate out the two-body interaction in the
partition function, where they added a constantα to the Hamiltonian and expanded the
Boltzmann factor with respect toα − βĤint. While the factorα does not affect the physics
since it just shifts the origin of energy, introduction ofα makes it possible to decouple the
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two-body interaction part with auxiliary fields. Namely, when we consider the Hubbard-
type interaction,Ĥint ≡ U

∑
i

[
ni↑ni↓ − 1

2(ni↑ + ni↓)
]
, for example,α − βĤint is decoupled

with the Hubbard-Stratonovich transformation (4.5) through

α − βĤint =
α

N

∑

i

e−ã[ni↑ni↓− 1
2 (ni↑+ni↓)] ,

ã ≡ ln
(
1 +

NβU
2

)
, (4.29)

whereN is the system size and we used an equation, (ni↑+ni↓−2ni↑ni↓)2 = ni↑+ni↓−2ni↑ni↓.
Romboutset al. [230] showed that the algorithm can be applied to a class of interactions
such as the Hubbard interaction and the pairing interaction for atomic nuclei. An ap-
plication to the finite-size single-orbital Hubbard model succeeded in obtaining results
without time-discretization errors with less computational time than the conventional,
Trotter-decomposition algorithm [223]. Although the method uses a perturbation series
expansion, it takes account of all the contributions of the interaction, since the maximum
perturbation order taken into account is higher than the order of the samples above which
the weight is virtually zero. So the scheme is essentially nonperturbative.

Rubtsovet al. [231] proposed another algorithm to evaluate a series expansion of
the partition function and applied it to the DMFT . The algorithm does not involve any
auxiliary fields but uses Wick’s theorem. Although the algorithm suffers sign problem
even in the single-orbital DMFT, it has advantages in treating interactions nonlocal in
space and in time. Recently Werneret al. [232] proposed to use a perturbation series
expansion with respect to the hybridization function. Since the algorithm can treat strong-
coupling region efficiently, it is also a powerful method for multiorbital systems.

In previous work [233], the present author first extended Rombouts’ algorithm to the
multiorbital Hubbard Hamiltonian (2.9), i.e., we expanded the Boltzmann operator with
respect to the total interaction̂HU + ĤJ shifted by a constant, which we decoupled with
the Hubbard-Stratonovich transformation forĤU and with a similar transformation as
in Ref. [156] [Eq. (3)] forĤJ. Then we discretized the imaginary timeβ = L∆τ and
used a Hirsch-Fye-like updating algorithm for solving the impurity problem in the DMFT
context. Although the method significantly relaxes the sign problem and can handle,
in principle, more than two orbitals, it turned out that the calculations are too heavy at
low temperatures or for strong couplings, especially for more than two orbitals. That is
because the computational effort increases with perturbation orders of samples appearing
in the Monte Carlo simulation. This order can become very large (see Fig. 4.4 below)
in multiorbital systems since there are many interactions: (2M − 1)M terms inĤU and
2(M − 1)M terms inĤJ per site, whereM is the number of orbitals.

To overcome this difficulty, in the next section we propose to combine the HFQMC
and the series expansion (SE) QMC methods, i.e., to adopt the series expansion forĤJ,
while the standard Trotter decomposition forĤU . This algorithm enables us not only
to handle three or more orbitals but also to reach much lower temperatures or stronger
couplings than HFQMC (Ref. [156]) or SEQMC calculations (Ref. [233]), even for two-
orbital models.
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4.5 The (Trotter + Series-expansion) algorithm

We start with the series expansion of the Boltzmann factor after Ref. [229]. However,
here we perform this only for̂HJ (Fig. 4.5) [234], i.e.,

eγ−βĤ = e−β(Ĥ0+ĤU )+γ−βĤJ

= e−β(Ĥ0+ĤU ) +

∞∑

k=1

∫ 1

0
dtk · · ·

∫ t2

0
dt1

k∏

i=1

[
e−tiβ(Ĥ0+ĤU )(γ − βĤJ)e

tiβ(Ĥ0+ĤU )
]
e−β(Ĥ0+ĤU ),

(4.30)

where we have shifted the Boltzmann factor by a constantγ for βĤJ to apply the auxiliary-
field transformation (4.37) below.

Now we discretize the imaginary-time integrals and with the notationX̂1 ≡ γ − βĤJ,
Eq. (4.30) equals to

e−β(Ĥ0+ĤU ) +

∞∑

k=1

L−k
L∑

jk=1

· · ·
j2∑

j1=1

k∏

i=1

[
e− j i∆τ(Ĥ0+ĤU )X̂1e

j i∆τ(Ĥ0+ĤU )
]
e−β(Ĥ0+ĤU ) + O(∆τ).

(4.31)

We now show that this sum can be rewritten as

0,1∑

s1,··· ,sL

F(k; s1, s2, · · · , sL)
L∏

i=1

[e−∆τ(Ĥ0+ĤU )X̂si ] + O(∆τ), (4.32)

whereF is a positive weight factor,k ≡ ∑L
i=1 si, andX̂0 ≡ 1. To obtain the representation

(4.32), we first cut off the k summation in Eq. (4.31) atL. This cutoff is justified if L
is taken to be greater than the maximum perturbation orderkmax (defined and displayed
below) appearing in the Monte Carlo samples, so that there are no contributions from
higher-order terms. In practice, we can makeL much larger thankmax (see Fig. 4.4 below):
kmax depends on Hund’s couplingJ, whereJ is physically not so large, whereas we can
chooseL to satisfyL > βU.

Second, we replace those terms having consecutiveX̂1’s in Eq. (4.31) by proximate
terms including only oneX̂1 per imaginary time interval∆τ. For example,· · · X̂1X̂1

e−∆τ(Ĥ0+ĤU ) · · · is replaced by· · · X̂1e−∆τ(Ĥ0+ĤU )X̂1 · · · . This replacement reduces the num-
ber of possible configurations remarkably and casts the summation (4.31) into the form
(4.32) similar to the Trotter decomposition, which enables us to employ their standard
Hirsch-Fye algorithm with only a slightly more complicated auxiliary field at each time
slice. The error involved in this approximation (commutation) isO(∆τ), i.e., of the same
order as the time discretization, as long as the average order of the series expansion〈k〉
is sufficiently smaller thanL. This is simply because the terms having two or more con-
secutiveX̂1’s rarely appear for〈k〉 � L. For example, consider the second-order terms
in Eq. (4.31). There are altogetherL(L + 1)/2 second-order terms, but onlyL of these
terms have two consecutivêX1’s in the same imaginary time interval. Hence the error is
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Figure 4.1: The (Trotter+ Series-expansion) QMC method.

at mostO(2∆τ/L). Similar argument for higher orders justify the replacement as long as
〈k〉 � L. Since we do not simply drop the terms with two or more consecutiveX̂1’s, but
replace them by terms where theX̂1’s are shifted to neighboring imaginary time intervals,
we have to multiply the Boltzmann factor by a factorF to account for these replacements.
The detailed derivation ofF is given in the Appendix.

Now, we separate out̂HU in Eq. (4.32) using the Trotter decomposition as

e−∆τ(Ĥ0+ĤU ) = e−∆τĤ0e−∆τĤU + O(∆τ2), (4.33)

so that Eq. (4.32) has a similar form to the standard HFQMC method. Thee−∆τĤU term
is then decoupled, as usual, into a sum of one-body exponentials with the Hubbard-
Stratonovich transformation,

e−∆τV[nαnβ− 1
2 (nα+nβ)] =

1
2

±1∑

s

{
eλV s(nα−nβ) (V ≥ 0),
eλV s(nα+nβ−1)+ a

2 (V < 0),
(4.34)

whereV stands forU, U′ or U′ − J, andλV ≡ ln(e|∆τV|/2 +
√

e|∆τV| − 1). We have also
displayed the case of attractive interaction (V < 0), which we shall require when we do
the procedure described in the footnote below Eq. (4.40). Including all the (2M − 1)M
interactions of density-density type, the decoupling fore−∆τĤU is given by

e−∆τĤU =

NU∑

P=1

Q̂U
P , (4.35)

Q̂U
P ≡

1
NU

M∏

m=1

eλU pm(nm↑−nm↓)
∏

m<m′,σ

eλU′qmm′
σ (nmσ−nm′ ,−σ)+λU′−Jrmm′

σ (nmσ−nm′σ),

where P[= 1, ...,NU ≡ 2(2M−1)M] designates a configuration of the auxiliary-field set
({pm}, {qmm′

σ }, {rmm′
σ }) with pm, qmm′

σ andrmm′
σ (= ±1) denoting the fields for theU, U′ and

U′ − J terms, respectively.
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For X̂1 = γ − βĤJ in Eq. (4.32) we construct an auxiliary-field transformation as
follows [233]. We first decomposêX1 into the sum of all distinct two-orbital parts as

γ − βĤJ =
∑

m<m′
(γmm′ − βĤmm′

J ),

γ ≡
∑

m<m′
γmm′ . (4.36)

We then apply the decoupling

γmm′ − βĤmm′
J =

γmm′ − βJ
8

±1∑

st↑t↓

∏

σ

eλ̃J[σsf̂ mm′
σ +tσ(nmσ+nm′σ−1)] (4.37)

to every pair of orbitals, where

f̂ mm′
σ ≡ c†mσcm′σ + c†m′σcmσ,

λ̃J ≡ 1
2

ln
1 + κ

1− κ ,

κ ≡
√

βJ
γmm′ < 1. (4.38)

Combining Eqs. (4.36) and (4.37), we end up with

γ − βĤJ =

NJ∑

S=1

Q̂J
S,

Q̂J
S ≡

γmm′ − βJ
8

∏

σ

eλ̃J[σsf̂ mm′
σ +tσ(nmσ+nm′σ−1)], (4.39)

whereS[= 1, ...,NJ ≡ 4M(M − 1)] corresponds to the set (s, t↑, t↓) for all theM(M − 1)/2
pairs of orbitals (m,m′). We stress here that the decoupling (4.39) treats every two-orbital
parts,Ĥmm′

J ’s, in ĤJ on an equal footing. This is not achieved by the HFQMC based on
the Trotter decomposition because of the noncommutativity ofĤmm′

J ’s. Namely, in the

HFQMC, even if we rewritee−∆τĤJ into the form
∏

m<m′ e
−∆τĤmm′

J at the expense of an error
O(∆τ2), the unequal treatment of the interorbital interactionsĤmm′

J may cause a problem.
This difficulty is lifted in Eq. (4.36), so that we can readily deal with more than two
orbitals.

Collecting the addenda from the decoupledĤU andĤJ terms, we finally obtain

eγ−βĤ =

0,··· ,NJ∑

S1,··· ,SL

F(k; s̃1, s̃2, ..., s̃L)
1,··· ,NU∑

P1,··· ,PL

L∏

i=1

e−∆τĤ0Q̂U
Pi

Q̂J
Si

+ O(∆τ), (4.40)

with Q̂J
0 ≡ 1, where we have extended the region of the value ofSi as s̃i ≡ 0 for Si = 0,

and s̃i ≡ 1 for Si = 1, · · · ,NJ.2 Note that becauseF(0; 0, ..., 0) = 1, the zeroth-order
2In practice we can further reduce the number of auxiliary fields:t↑ andt↓ in Eq. (4.37) are not necessary

when we combine these terms withU′ − J terms in Eq. (4.35) to decouple them simultaneously.
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Figure 4.2: Real and imaginary parts of the self-energy against the Matsubara frequency
ωn for the two-orbital Hubbard model for (a) an insulating case withn = 2, β = 10, U′ =

2, J = 0.4, and (b) a metallic case withn = 1, β = 6, U′ = 2, J = 1. Result with
the Hirsch-Fye algorithm (Ref. [156]) is shown with black squares, and the present QMC
result with red triangles. (From Ref. [234].)

term in Eq. (4.40) reproduces the Hirsch-Fye algorithm with Ising-type Hund’s coupling.
Owing to the form of Eq. (4.40), which is similar to the Trotter decomposition formula
(4.4), we can apply the same algorithm as in HFQMC for the Monte Carlo sampling.
Even the updating equations for single auxiliary-field flips are the same.

4.6 Applicable region for the algorithm

As a benchmark, we compare in Fig. 4.2 the electron self-energy obtained with our
algorithm to that with the HFQMC method in Ref. [156] for the two-orbital Hubbard
model [234]. We chose the hypercubic lattice with the effective bandwidthWeff = 2

√
2,

and took 6× 106 Monte Carlo samples for both methods. We can see that the two re-
sults agree with each other within error bars for both (a) an insulating case at half fill-
ing n = 2 with β = 10, U′ = 2, J = 0.4, L = 100, and (b) a metallic case at
n = 1, β = 6, U′ = 2, J = 1, L = 64.

We notice, however, that the statistical error is much smaller in the present QMC
than in the HFQMC. This is because the number of negative signs is greatly reduced
in the present scheme: The sign problem is mitigated. Quantitatively, the average sign
(4.27) in the QMC weights is 0.01(0.03) for HFQMC methods while they are increased
to 0.30(0.50) in the present algorithm in case (a)[(b)]. This also implies that the present
method can reach much lower temperatures. We note that, whileγ(> βV) is arbitrary,
the computation becomes more efficient whenγ − βV is small. However, since too small
γ − βV causes a large round-off error, we adopted in these and following calculations
γ − βV ∼ 0.1-0.3, which has turned out to suppress both the error and the computational
time.

52



0

0.1

100

SEQMC (L=150)

present QMC (L=100)
present QMC (L=64)

k

Nk

15050

kmaxkmax

<k><k>

Figure 4.3: The distributionNk of the order of perturbationk for the two-orbital Hubbard
model withn = 1.9, β = 8, U′ = 4, J = 0.2 obtained with the present algorithm (L = 64
or 100) and with the SEQMC algorithm (L = 150, Ref. [233]) (from Ref. [234]).

Figure 4.3 depicts a typical distributionNk of the order of perturbationk contributing
in the Monte Carlo simulation forn = 1.9, β = 8, U′ = 4, J = 0.2. In the SEQMC, a peak
in the distribution resides at aroundk = 70. On the other hand, the present (Trotter+SE)
QMC has a peak at aroundk = 2, which is much smaller than that in SEQMC. This is
natural, since the present method uses the expansion only with respect toĤJ, while the
SEQMC method expands with respect to the total interactionĤU + ĤJ. The maximum
order in the distribution is found to bekmax ∼ 100 for the SEQMC method, whilekmax ∼ 15
is much lowered for the present QMC method. This means thatL must be taken to be
> 100 for the SEQMC method to take care of all orders, whileL > βU ∼ 35 suffices for
the present algorithm to take care of all orders. Such a smaller value ofL dramatically
reduces the computational effort in QMC simulations, which increases proportionately to
L3. The weight is virtually zero abovekmax, in actual simulations, so that, although the
method exploits the perturbation-series expansion, it takes account ofall orders in fact.
Moreover, the average order〈k〉 is as low as 4 for the present QMC, which means that
the approximation employed to obtain the form (4.32) has only a very minor effect on the
results, and hence is justifiable. This can also be confirmed from the fact that the results
do not significantly depend onL.

Figure 4.4 shows the computable regions for the present QMC and for the HFQMC
methods (Ref. [156]) when̂HJ is included. Here we define the region as computable
when the average sign is greater than 0.01. We can see that a much wider parameter
region becomes computable in the present algorithm than in the HFQMC method. For
small J (. 0.2), we can explore1

5 to 1
10 times lower temperatures. We attribute this

improvement to the fact that̂HJ (which is the source of negative weights) appearsL times
for every sample in the HFQMC method, while we have only〈k〉 such terms on average
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Figure 4.4: Computable regions (hatched) in theT(temperature)-J(Hund’s coupling) pa-
rameter space that can be computed with the present and with the Hirsch-Fye QMC meth-
ods (Ref. [156]) for the two-orbital Hubbard model withU′ = 4, Weff = 2
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2. Here we

define the computability by requiring the average sign to be greater than 0.01. (From
Ref. [234].)

in the present QMC algorithm.
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Chapter 5

Itinerant ferromagnetism in
multiorbital systems

We applied the QMC algorithm developed in§4.5 to the study of itinerant ferromagnetism
in multiorbital systems.

In §5.1.1 we elaborate our motivation. We review preceding studies on ferromag-
netism in the single- and multiorbital Hubbard models in§5.1.2 and in§5.1.3, respec-
tively. §5.2 is devoted to the comparison of the results between Ising and SU(2) Hund’s
couplings. We discuss effects of Hund’s coupling on ferromagnetic instability in§5.3.
We summarize the results in§5.4.

5.1 Introduction

5.1.1 Motivation

In this chapter, we explore metallic ferromagnetism in the multiorbital Hubbard model
(2.9) on an fcc lattice, with our eyes set on the itinerant ferromagnetism in transition
metals and transition-metal oxides, especially in fcc Ni.

As we shall describe in detail in§5.1.2, the single-orbital Hubbard model has long
been studied as the minimum microscopic model that includes the essence of itinerant
ferromagnetism in transition-metal-based materials. However, as a consequence of vast
research, it has been recognized that the single-orbital Hubbard model on simple lattices
does not easily show ferromagnetism for realistic values of interactionU. Then, in order
to explain itinerant ferromagnetism in real materials, many authors have considered in-
gredients other than the Hubbard interactionU. The two factors are now considered to be
significant;lattice structures and the degeneracy ofd orbits.

Kanamori [30] suggested that a lattice structure (in particular, the shape of the density
of states), as well as the Coulomb interaction, is crucial for the stability of ferromag-
netism. He discussed the itinerant ferromagnetism in fcc Ni, whose density of states has a
peak at the upper band edge, and suggested that this peak structure of the DOS stabilizes
the ferromagnetism. (This topic is discussed in more detail in§5.1.2.)
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On the other hand, the importance of the degeneracy ofd orbits has long been empha-
sized for transition-metal-based ferromagnets [38, 39], where Hund’s exchange coupling
is considered to stabilize the ferromagnetism. However, the complexity of the multiorbital
Hubbard model has restricted studies only in one dimension or with drastic approxima-
tions such as strong-coupling limit. (This topic is discussed in more detail in§5.1.3.)
Hence, we do not have a reasonable estimate for the effect of the orbital degeneracy in
three-dimensional systems in an intermediate-coupling (U ∼ W) region, which corre-
sponds to transition metals and their compounds.

Here we discuss the long standing issue whether either lattice structure or orbital de-
generacy can explain itinerant ferromagnetism in transition-metal-based materials. To
address the problem, we study the double-orbital Hubbard model on the simple cubic and
the fcc lattices, using the DMFT combined with the QMC algorithm proposed in§4.5.

Before turning to the problem, we discuss in§5.2 a difference in the ferromagnetic
instability between Ising and SU(2) Hund’s couplings. The result explicitly shows the
importance of the spin and orbital rotational symmetries in the Hamiltonian (2.9), which
are difficult to treat with the conventional Hirsch-Fye QMC method but become tractable
in the QMC algorithm developed in§4.5.

5.1.2 Metallic ferromagnetism in the single-orbital Hubbard model

As mentioned in§1.2.2, there are several rigorous proofs of the existence of ferromag-
netism in the single-orbital Hubbard model [32]; Nagaoka ferromagnetism, ferrimag-
netism and flat-band ferromagnetism. However, these are proved only in a few restricted
situations. Hence it is still an open question whether ferromagnetism exists in the single-
orbital Hubbard model for an intermediate coupling on an ordinary lattice. We review
here some approximate theories for this problem.

· Hartree-Fock approximation
The Hartree-Fock approximation for the single-orbital Hubbard model leads to the

Stoner criterion for ferromagnetism [10],

UD(EF) > 1, (5.1)

whereD(EF) is the density of noninteracting electron states at the Fermi energyEF. How-
ever, the Hartree-Fock approximation considerably overestimates the stability of ferro-
magnetism since electron correlation effects, which lower the energy of paramagnetic
states against the ferromagnetism, are neglected in this approximation.

· Gutzwiller approximation
In order to discuss correlation effects in the single-orbital Hubbard model, Gutzwiller

[31] introduced a variational wave function,

ψ =
∏

i

[1 − (1− g)ni↑ni↓]ψ0, (5.2)
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Figure 5.1: The bandstructure of (paramagnetic) fcc Ni calculated by Solovyev and Imada
[236]. The LDA bands are shown with light color while the GW bands, which are de-
scribed by five pseudo-Wannier orbitals of predominantly 3d character, are shown with
dark color. (After Ref. [236].)

whereg is a variational parameter (0≤ g ≤ 1) controlling the number of doubly occupied
sites, andψ0 is the ground state forU = 0. Gutzwiller determinedg in a statistical consid-
eration, and applied the approximation to the model on a three-dimensional face-centered
cubic (fcc) lattice whose density of states (DOS) has a peak near the upper band edge.
He found a ferromagnetic state only for nearly full bands for a rather largeU (& 2W, W:
bandwidth). For a square lattice in two and three dimensions, the Gutzwiller approxima-
tion leads to ferromagnetism only for very largeU (& 7W) [235]. These results show
that, in the presence of electron correlations, ferromagnetism requires much severer con-
dition than (5.1), and that the occurrence of ferromagnetism strongly depends on lattice
structures.

· Kanamori theory (T-matrix approximation)
Similar conclusion was obtained by Kanamori [30], who discussed the ferromag-

netism in Ni with theT-matrix approximation. Nickel has an fcc structure with eight
electrons in five 3d orbitals. Since thed orbitals are almost degenerate (see Fig. 5.1), each
d band has about 0.4 holes in total of up and down spins. While the density of electron
states in Ni has a peak at the upper band edge, in the following discussion, we consider
the DOS which has a peak at the lower band edge (Fig. 5.2).

Kanamori investigated the single-orbital Hubbard model with 0.4 particles on an fcc
lattice, which corresponds to the Ni case after the electron-hole transformation. The
T-matrix approximation takes account of multiple scatterings between electrons only
through a two-particle propagator in the particle-particle (pp) channel (the Feynman dia-
grams as represented in Fig. 5.3),

χpp(q) =
T
N

∑

k

G(k + q)G(−k), (5.3)

whereN is the system size, andk andq denote (k, iω) and (q, iν), respectively. Then the
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Figure 5.2: The density of states for noninteracting electrons on the fcc lattice considered
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Figure 5.3: The Feynman diagrams for the particle-particle scatterings included in the
T-matrix approximation. A dashed line represents the Hubbard interactionU, and a full
line represents Green’s function for a non-interacting electron.

electron self-energy is written as

Σ(k) =
T
N

∑

q

G(−k + q)Vpp(q),

Vpp(q) ≡ −U2χpp(q)

[
1

1 + Uχpp(q)
− 1

]
. (5.4)

This approximation becomes exact in the dilute limit because the contribution from holes
is neglected in this limit.

The particle-particle scattering modifies the condition (5.1) into

U
1 + Uχpp(0)

D(EF) > 1, (5.5)

where we approximatedχpp(q) by χpp(0). The condition (5.5) means that a largeU alone
does not guarantee ferromagnetism, unlike the Stoner condition (5.1), and that it depends
strongly on shapes of the DOS. Kanamori discussed the ferromagnetism in fcc Ni, and
concluded that the shape of the fcc DOS is favorable for the condition (5.5), since it
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has both a peak at aroundEF and a relatively wide bandwidth, which reducesχpp in the
denominator on the left hand side of the condition (5.5).

In the Kanamori theory, the degeneracy ofd orbits has been neglected since the degen-
eracy has only minor effects on the stability of ferromagnetism in theT-matrix approxi-
mation. Following the discussion by Kanamori, let us consider the energy shift, induced
by interactionsU, U′ andJ, for an electron pair added onto the Fermi sphere. First we
consider a spin-triplet pair in the momentum space across different orbitalsm andm′. In
theT-matrix approximation the energy shift∆triplet from the noninteracting state is given
by

∆triplet =
1
N

U′ − J

1 + (U′ − J)χpp
mm′

, (5.6)

where we abbreviated the momentum dependence. On the other hand, the energy shift for
a spin-singlet pair across orbitals is given by

∆singlet =
1

2N

[
U′ + J

1 + (U′ + J)χpp
mm′

+
U′ − J

1 + (U′ − J)χpp
mm′

]
. (5.7)

Then the energy reduction of the triplet from the singlet is

∆triplet − ∆singlet =
1

2N

[
U′ + J

1 + (U′ + J)χpp
mm′
− U′ − J

1 + (U′ − J)χpp
mm′

]

. ' − 1
N

J

(1 + U′χpp
mm′)

2
(J� U′). (5.8)

Since the factor (1+ U′χpp
mm′)

−2 is considered to be small (Kanamori [30] evaluated the
factor to be less than 0.1), the contribution ofJ to ferromagnetism is negligible in the
T-matrix approximation. This conclusion is, however, only applicable for sufficiently
low band fillings, whereparticle-hole scatteringsdo not play a significant role. For a
general band filling, Hund’s coupling and the pair-hoppingJ can crucially contribute to
ferromagnetism through the particle-hole scatterings, as we shall discuss in§5.3.1.

· Fluctuation-exchange approximation
Arita et al. [143] examined ferromagnetism in the single-orbital Hubbard model by

means of the fluctuation-exchange (FLEX) approximation [44]. The FLEX takes into
account multiple scatterings in the particle-hole channel (the bubble diagrams [Fig. 5.4(a)]
and the particle-hole ladder diagrams [Fig. 5.4(b)]) as well as those in the particle-particle
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Figure 5.4: The Feynman diagrams included in the FLEX approximation: (a) Bubble, (b)
particle-hole ladder, (c) particle-particle ladder diagrams.

channel [Fig. 5.4(c)]. Then the self-energy is given by

Σ(k) =
T
N

∑

q

[
G(k− q)Vph(q) + G(−k + q)Vpp(q)

]
,

Vph(q) ≡ U2χph(q)
1− U2χph(q)2

+ U2χph(q)

[
1

1− Uχph(q)
− 1

]

=
3
2

U2 χph(q)
1− Uχph(q)

+
1
2

U2 χph(q)
1 + Uχph(q)

− U2χph(q),

χph(q) = −T
N

∑

k

G(k + q)G(k). (5.9)

Notice that in the particle-hole channel the effect ofU is amplified by a factor (1−Uχph)−1.
Since the FLEX approximation omits vertex corrections for the self-energy (e.g., Fig. 5.5),
it is only reliable for weak-coupling regions. Aritaet al. compared a ferromagnetic and
an antiferromagnetic instabilities in a weak-coupling region for the fcc, body-centered
cubic (bcc), and simple cubic lattices in three dimensions. The result shows that the
ferromagnetic instability is most enhanced in the fcc lattice, while the antiferromagnetic
instability appears for the bipartite bcc and simple cubic lattices, where the instability is
stronger in the bcc lattice than in the simple cubic lattice. The ferromagnetic instability
for the fcc lattice becomes largest for a low band filling (n ∼ 0.2), where the Fermi energy
is near the peak of the DOS (Fig. 5.2). They confirmed their FLEX results with the
two-particle self-consistent approximation, which includes a contribution from the vertex
corrections.

· Dynamical mean-field approximation
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Figure 5.5: An example of the self-energy diagrams omitted in the FLEX.

Figure 5.6: Magnetic phase diagram for thed = ∞ single-orbital Hubbard model on the
hypercubic lattice withWeff = 2

√
2, obtained by Obermeieret al. [141] The ordinate is

the Coulomb interaction, whereU/(1 + U) = 1 corresponds to the strong coupling limit,
while the abscissa is a hole-doping from the half filling, i.e.,δ = 1 − n (n: band filling).
PM, FM and AFM denote paramagnetic, ferromagnetic and antiferromagnetic phases,
respectively. (After Ref. [141].)

By contrast to the aboveT-matrix and FLEX theories, the dynamical mean-field the-
ory (DMFT) can treat intermediate and strong couplings so that it can describe the Mott
transition. Some authors have investigated ferromagnetic instabilities with the DMFT for
the infinite-dimensional Hubbard model. For hypercubic lattices no ferromagnetism has
been found at any band filling forU . 3W [22, 140]. Obermeieret al. [141] investi-
gated the largeU limit with the DMFT + non-crossing approximation (NCA) method,
and found a ferromagnetism for fillings slightly doped from the half filling (n=1). Figure
5.6 is the magnetic phase diagram obtained by Obermeieret al. A ferromagnetic region
appears for largeU (& 7W) bordered by an antiferromagnetic region. Obermeieret al.
discussed the ferromagnetism in relation to the Nagaoka state.

Meanwhile, Ulmke [142] studied fcc lattices in three and infinite dimensions with
the DMFT+QMC method. He obtained a ferromagnetic state for a reasonable value of
U(∼ W). Figure 5.7 is theT-n phase diagram for the three-dimensional fcc lattice with
next-nearest-neighbor hoppingt′ = t/4, obtained by Ulmke. Similar phase diagram was
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Figure 5.7: MagneticT-n phase diagram for the single-orbital Hubbard model on the
d = 3 fcc lattice witht′ = t/4 for U = 6 (Weff = 4), obtained by Ulmke [142]. PM, FM
and AFM denote paramagnetic, ferromagnetic and antiferromagnetic phases, respectively.
(After Ref. [142].)

also obtained by Wegneret al. [237] with the DMFT+ (third-order) iterative perturbation
theory (IPT). They found that the Curie temperatureTc is highest forn ∼ 0.6 and it
becomes almost zero for low fillings (n . 0.2). This filling dependence differs from the
T-matrix [30] and the FLEX results [143] in the weak-coupling region.

5.1.3 Ferromagnetism in the multiorbital Hubbard model

As described in§1.3, the inclusion of the orbital degrees of freedom can significantly
affect spin states through Hund’s exchange coupling. While Hund’s coupling aligns two
electron spinson the same site, it may become a cause for a long-range ferromagnetic
order via electrons’ motion through the crystal. Because most of transition-metal-based
ferromagnets (not only Fe, Co, Ni but also SrRuO3, La1−xSrxCoO3, etc.) indeed have the
d-orbital degeneracy, Hund’s coupling may be playing a crucial role in the appearance of
the ferromagnetism. For such a reason, many authors have addressed ferromagnetism in
multiorbital systems.

· Ferromagnetism with orbital ordering atn = 1
Especially, two-orbital cases on a bipartite lattice atn = 1 (i.e., one electron per atom)

have attracted most intensive attentions since a ferromagnetic order involving an antiferro-
orbital order is anticipated from a simple discussion on the kinetic exchange interaction
(see§1.3.2). Roth [58] introduced a multiorbital Hubbard model which includes Hund’s
coupling, and showed the existence of the ferromagnetic state with the antiferro-orbital
order in a strong coupling regime within the random phase approximation. The result was
supported by the quantum Monte Carlo (QMC) simulation [238], the exact diagonaliza-
tion (ED) [239, 240, 241] and the density-matrix renormalization-group (DMRG) method
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Figure 5.8: The ground-state phase diagram for the two-orbital Hubbard model with
SU(2) Hund’s coupling and the pair-hopping term in one dimension forn = 1, obtained by
Kusakabe and Aoki [239] with the exact diagonalization method for six-site system with
the open-boundary condition. The shaded region represents ferromagnetic state, which is
metallic on the lineJ = U′ while insulating otherwise. The physical region isJ < U′.
Parameters are fixed asU = U′ + J. (From Ref. [239].)

[242] for finite-size one-dimensional systems (Fig. 5.8).
Momoi and Kubo [172] investigated, with the DMFT+ED method, thed = ∞ two-

orbital Hubbard model on a hypercubic lattice, taking account of SU(2) Hund’s coupling
and the pair-hopping interaction. For the quarter filling (n = 1), they found a ferromag-
netic ground state with the antiferro-orbital order for a strong coupling region (U & 3Weff

andJ &Weff/3).

· Metallic ferromagnetism
However, the ferromagnetism with the antiferro-orbital order may be peculiar to two-

orbital systems, and since the ferromagnetic state is insulating, it cannot account for the
itinerancy in transition-metal-based ferromagnets. There have been a few studies for the
metallic ferromagnetism in the multiorbital Hubbard model.

Kusakabe and Aoki [239] investigated, by means of the ED, the double-orbital Hub-
bard model with the SU(2)-Hund and pair-hopping interactions in one dimension. They
showed the existence of itinerant ferromagnetism atn = 1 for a specific parameter region
J = U′ (Fig. 5.8). They also mentioned that a doping of extra electrons drastically expands
the region of the metallic ferromagnetism in theU′-J plane. Hirsch [241] examined itin-
erant ferromagnetism away from quarter filling with the ED for one-dimensional chains.
The result indicates that the Hund exchange by itself does not lead to a ferromagnetic
state for a realistic parameter region for transition metals, so that he suggested the im-
portance of interatomic exchange interactions. However, the one-dimensional calculation
does not take account of the lattice structure of real materials, which is an important fac-
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Figure 5.9: The ground-state phase diagram for the two-orbital Hubbard model with
SU(2) Hund’s coupling on a hypercubic lattice atn = 1.2, obtained with the DMFT+ED
calculation by Momoi and Kubo [172]. The effective bandwidthWeff is 2

√
2. Parameters

are fixed asU = U′ + 2J. The physical region is 0< J < U′. (From Ref. [172].)

tor for multiorbital ferromagnetism, as we discuss below. Sakamotoet al. [242] studied
a one-dimensional system with the DMRG method, and found itinerant ferromagnetism
for J < U′ from low to high electron densities (0< n < 1.75) except forn = 1, where the
insulating ferromagnetism appears.

On the other hand, the infinite dimensional limit of the double-orbital Hubbard model
has been investigated by some authors. Momoi and Kubo [172] have also applied the
DMFT+ED method to study the doping effect to then = 1 insulating ferromagnet in the
model with the SU(2) Hund and pair-hopping terms. They obtained metallic ferromag-
netism in an electron-doped case (n = 1.2) for rather strong interactions (U & 4Weff and
J & Weff) (Fig. 5.9). In a hole-doped case (n = 0.8), however, no ferromagnetism was
found for J ≤ U′ . 7W. Held and Vollhardt [164] adopted the model with Ising Hund’s
coupling on the Bethe lattice, which has a semielliptical DOS (3.8), and implemented a
DMFT+(Hirsch-Fye)QMC calculation at finite temperatures. They calculated the spin
and orbital susceptibilities in the paramagnetic phase, and determined phase boundaries
from the temperatures at which the susceptibilities diverge. The obtainedT-n phase di-
agram (Fig. 5.10), where the interaction parameters areU = 2.25W, U′ = 1.25W and
J = W (which hold a relationU = U′ + J, instead of the relation (2.7)), shows that a
metallic ferromagnetism appears in a wide range of filling, 0.4 < n < 1.8. They men-
tioned that above the Curie temperature no orbital order was found for these interaction
parameters even forn = 1, while the orbital order may appear below the Curie temper-

64



T

n
Figure 5.10: The magneticT-n phase diagram for the two-orbital Hubbard model
with Ising Hund’s coupling on the Bethe lattice withW = 4, obtained with the
DMFT+HFQMC calculation by Held and Vollhardt [164]. Parameters are set to beU = 9,
U′ = 5 andJ = 4. PM, FM and AFM denote paramagnetic, ferromagnetic and antiferro-
magnetic phases, respectively. (From Ref. [164].)

ature, which was not addressed by the calculation in the paramagnetic phase. Held and
Vollhardt also examined a possibility of the orbital ordering in the paramagnetic phase,
and found it nearn = 1 for smallerJ than that used in Fig. 5.10. These DMFT results
indicate that the itinerant ferromagnetism requires unrealistically large values ofU andJ
on ordinary lattices.

A more realistic calculation was done by Bünemannet al. [243] with the Gutwiller
approximation for the multiorbital Hubbard model with the Ni bandstructure. The calcu-
lated results for the exchange splitting, the magnetic moment, etc., for the ground state
show a better agreement with experiments than the LDA results. However, roles of the
lattice structure and of the orbitals are not clear in their study. In§5.3 we shall discuss
this point with a more refined method, the multiorbital DMFT.

5.2 Comparison of the ferromagnetic instability between
Ising and SU(2) Hund’s couplings

In this section we discuss the difference in the ferromagnetic instability between Ising and
SU(2) Hund’s couplings [234]. We calculated the ferromagnetic spin susceptibility,

χ(0,0) ≡
∑

mm′
χzz

mm′(0,0),

χzz
mm′(q, iν) ≡

1
β

∫ β

0
dτ

∫ β

0
dτ′〈TτS

z
qm(τ)Sz

−qm′(τ
′)〉eiν(τ−τ′), (5.10)
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Figure 5.11: Inverse spin susceptibility for the two-orbital Hubbard model with the SU(2)-
type Hund and pair-hopping interactions as compared with the Ising-type Hund coupling
for U′ = 2.5 andJ = 1 for the semielliptical density of states of widthW = 2. The solid
lines are guide to the eye, and the dashed lines extrapolations. (From Ref. [233].)

in the paramagnetic phase in the two-fold degenerate Hubbard model in the infinite di-
mensions, whereχzz

mm′ is obtained through the Bethe-Salpeter equation similar to that for
the single-orbital case, Eq. (3.16). In Ising case, we exploited the conventional Hirsch-
Fye QMC algorithm while in SU(2) case we employed the QMC algorithm developed in
§4.5.

Figure 5.11 plots the inverse of the spin susceptibilities against temperature forU =

4.5 and J = 1 at n = 1.25, where the Bethe lattice with the bandwidthW = 2 has
been adopted. Since calculations at temperatures belowT = 0.05(0.08) for Ising[SU(2)]
Hund’s coupling are rather expensive, we fitted the data aboveT = 0.05(0.08) with the
Curie-Weiss law,χ−1 ∝ T − Tc, and extrapolated the lines to lower temperatures. We can
see that the susceptibility in the Ising case diverges at a finite temperature around 0.02,
while that in the SU(2) case remains finite down toT = 0. This result indicates that the
Ising treatment of Hund’s exchange grossly overestimates the ferromagnetic instability.

We consider that this result is a general consequence of the different energy of the two-
electron states, discussed in§2.2, between the Ising and SU(2) Hund couplings. Namely,
in the Ising case the lower energy states consist of the two states,

c†im↑c
†
im′↑ with Sz = 1 and

c†im↓c
†
im′↓ with Sz = −1,
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so that spin flips between these two states must go through a higher energy state,

1√
2

(c†im↑c
†
im′↓ + c†im′↑c

†
im↓) with Sz = 0.

In the SU(2) case, on the other hand, the lower energy states consist of the three states,

c†im↑c
†
im′↑ with Sz = 1,

c†im↓c
†
im′↓ with Sz = −1, and

1√
2

(c†im↑c
†
im′↓ + c†im′↑c

†
im↓) with Sz = 0,

so that these spin states can move to each other without the cost of the energyJ. Then,
the local moment is stiffer in the Ising case than in the SU(2) case, which accounts for the
stronger tendency to ferromagnetism in the former case.

In fact, preceding DMFT+QMC calculations with Ising Hund’s coupling have a ten-
dency to overestimate the Curie temperatures for transition-metal-based materials, com-
pared with the experimental values: For example, the Curie temperatures calculated for
manganites [244] and iron [146] are∼1000K and 1900K, respectively, which are much
higher than the experimental values,∼300K for manganites and 1043K for iron. The
present comparison indicates that the main reason for overestimating the Curie temper-
ature in such calculations is not only the mean-field nature of the DMFT but also the
incorrect symmetry of Hund’s coupling.

5.3 Effect of Hund’s coupling on metallic ferromagnetism

In this section, we address the problem whether we can attribute the appearance of itin-
erant ferromagnetism ind-electron systems to a single mechanism; lattice structuresor
thed-orbital degeneracy. We study ferromagnetism on the fcc lattice in an intermediate-
coupling region, keeping Ni in mind, which has been considered a typical example of
Kanamori’sT-matrix approximation theory.

5.3.1 Consideration from the Kanamori theory — particle-hole chan-
nel

As explained in§5.1.2, the Kanamori theory neglects thed-orbital degeneracy since the
contribution of Hund’s couplingJ on the stability of ferromagnetism is estimated to be
J/(1 + U′χpp)2, which is much smaller than that ofU, i.e.,U/(1 + Uχpp).

However, this discussion cannot apply beyond theT-matrix approximation, which
takes into account only particle-particle scatterings and is reliable only for low band fill-
ings. For a general band filling contributions from other type of scatterings become im-
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portant. In particular, if we take in particle-hole scatterings,1 the above discussion on the
orbital degeneracy breaks down: In a similar way to theT-matrix theory (see§5.1.2), we
can estimate the contribution of the particle-hole (ph) scatterings to the stability of the
ferromagnetism as

U
1− Uχph

(5.11)

for U, and

J
(1− U′χph)2

(5.12)

for J. Notice that the contribution ofJ is amplified by a factor (1− U′χph)−2, which is
expected to be much larger than that ofU, i.e., (1−Uχph)−1. Therefore, the orbital degrees
of freedom, especially Hund’s exchange coupling, can play a significant role when the
particle-hole scatterings are included.

From such a perspective, we investigated the two-orbital Hubbard model with Hund’s
exchange coupling on an fcc lattice in three dimensions. Comparing the result with that
for a multiorbital simple cubic lattice and that for a single-orbital fcc lattice, we discuss
whether a single mechanism,lattice or orbital, can account for the itinerant ferromag-
netism in Ni.

We employed the DMFT combined with the (Trotter+ Series-expansion) QMC, e-
volved in§4.5, as the impurity solver. The algorithm enables us to obtain results holding
the spin- and orbital-rotational symmetries. Although the DMFT neglects the momentum
dependence of the self-energy, the approximation is expected to be good for the present
system since an fcc lattice has a rather large configuration number, that is, twelve nearest
neighbors and six next-nearest neighbors. Apart from the neglection of the momentum
dependence, the DMFT takes in all types of the Feynman diagrams including the particle-
particle and particle-hole scatterings.

5.3.2 Result for the simple cubic lattice

Before turning to the results for the fcc lattice, we first show results for the simple cubic
lattice. We calculated the spin susceptibility for the double-orbital Hubbard model on the
simple cubic lattice with the dispersion,

ε(k) = 2t
3∑

i=1

cos(ki). (5.13)

Here we taket = 1√
6
' 0.408, which gives an effective bandwidth (defined by Eq. (3.10))

Weff = 4. The initial density of states is plotted in Fig. 5.12.
1Liebsch [245] discussed an effect of particle-hole scatterings due to the Coulomb interactionU in Ni.

He incorporated the effect into a renormalization of the hole propagator, and suggested that the particle-hole
scatteings should be included to account for experimental photoemission spectra.
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Figure 5.12: The density of states for noninteracting electrons on the three-dimensional
simple cubic lattice withWeff = 4.

Figure 5.13 is a plot for the inverse of the spin susceptibility (5.10) against temperature
for various band fillings. The calculations were done aboveT = 0.1, and we fitted the
data with the Curie-Weiss law and extrapolated the fitting lines to lower temperatures.
We usedU = 8, which is twice larger thanWeff, andJ = 1, and varies the band fillingn
from 0.75 to 1.5. The result implies that there is no ferromagnetic transition for any band
filling for these interaction parameters. This result may be compared with the result for
thed = ∞ hypercubic lattice [172], where a ferromagnetic ground state is found only for
a very largeU (& 4Weff) andJ (& Weff). Since the present parameters are large compared
with those for transition-metal-based materials (U ∼ W), it seems impossible to attribute
the itinerant ferromagnetism in the materials solely to Hund’s exchange coupling.

5.3.3 Result for the fcc lattice

Now we show results for the fcc lattice. We have the dispersion,

ε(k) = 4t
∑

i< j

cos(ki) cos(kj) + 2t′
3∑

i=1

cos(2ki), (5.14)

with the hopping parameterst = 4t′ = 2
√

2
3
√

11
' 0.2843 (t′: next-nearest-neighbor hopping),

for which the effective bandwidthWeff is 4. The density of states for noninteracting elec-
trons is shown in Fig. 5.2, where the bandwidth (the width between the upper and lower
band edges) is 4.83. Since the width of Ni-d bands is about 4.5 eV (as we can see from
Fig. 5.1), the energy unit roughly corresponds to eV.

· Temperature dependence
Figure 5.14 depicts the temperature dependence of the spin susceptibility atn = 1.5.

We selected this filling because the ferromagnetic instability is most enhanced at around
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Figure 5.13: The inverse spin susceptibilities plotted against temperature for the two-
orbital Hubbard model on thed = 3 simple cubic lattice withWeff = 4 for various band
fillings. Interaction parameters areU = 8, U′ = 6 andJ = 1.

n = 1.5 for U = 4 andJ = 0.5, as we can see from Fig. 5.17 below. The calculations were
done aboveT = 0.067, and the Curie temperatures were estimated with extrapolations.
The intraorbital Coulomb interactionU is set to be 4, which is a reasonable value for
transition metals. We introduce interactions one by one;
(i) single-orbital case, i.e., multiorbital case withU′ = J = 0,
(ii) multiorbital case withU′ = 4 andJ = 0,
(iii) multiorbital case withU′ = 3.5 andJ = 0.25, and
(iv) multiorbital case withU′ = 3 andJ = 0.5.
In (ii)-(iv) we have kept the relationU = U′ + 2J.

In the case (i) the Curie temperature is estimated to be about 0.03. When the interor-
bital Coulomb interactionU′ is introduced, the ferromagnetic fluctuation is suppressed
and the transition disappears [case (ii)]. However, Hund’s couplingJ grossly enhances
the ferromagnetic tendency and the Curie temperature comes back to finite values [(iii)
and (iv)], which are as large as the Curie temperature in the single-orbital case. Moreover,
we can see that the Curie temperature significantly depends onJ; Tc ∼ 0.015 forJ = 0.25
while Tc ∼ 0.05 for J = 0.5. These results clearly show crucial roles of the interorbital
interactions on the ferromagnetism.

Figure 5.15 is a similar plot for a lower band fillingn = 0.75. This filling for the
two-orbital model roughly corresponds to the filling of fcc Ni, where almost degenerate
five d bands have two holes per site, so that twod bands have about 0.8 holes per site. We
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Figure 5.14: The inverse spin susceptibilities plotted against temperature for the two-
orbital Hubbard model on the fcc lattice witht = 4t′ andWeff = 4 for U = 4 atn = 1.5.
We have keptU = U′+2J for (ii)-(iv). The solid lines are guide to the eye, and the dashed
lines extrapolations.

compare the following four cases;
(i) single-orbital case, i.e., multiorbital case withU′ = J = 0,
(ii) multiorbital case withU′ = 4 andJ = 0,
(iii) multiorbital case withU′ = 3 andJ = 0.5, and
(iv) multiorbital case withU′ = 2.5 andJ = 0.75.
In the case (i) the Curie temperature is around 0.03, and no transition at finite temperatures
for the case (ii). The Curie temperatures forJ = 0.5 [(iii)] and 0.75 [(iv)] are estimated to
be about 0.01 and 0.03, respectively.

When we compare the Curie temperature forJ = 0.5 atn = 0.75 with that forJ = 0.5
at n = 1.5, we can see that the ferromagnetic instability is smaller in the former case.
Since the Fermi energy forn = 0.75 is closer to the peak of the DOS (Fig. 5.2) than that
for n = 1.5, the above filling dependence is totally out of the Stoner picture, so that it
also indicates the importance of correlation effects. ForJ = 0.75 we obtained the Curie
temperature as large as that for the single-orbital case [(i)]. This value ofJ is still in a
range of estimates for transition-metal-based materials.

While the qualitative behavior is similar to that forn = 1.5, we notice that theU′ andJ
dependence of the susceptibility forn = 0.75 is weaker than that forn = 1.5. It may be due
to the low electron density, which makes the interactions, especially the scatterings in the
particle-hole channel, less effective. Nevertheless, the interorbital interactions still play
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Figure 5.15: The inverse spin susceptibilities plotted against temperature for the two-
orbital Hubbard model on the fcc lattice witht = 4t′ andWeff = 4 atn = 0.75. The solid
lines are guide to the eye, and the dashed lines extrapolations.

important roles, in contrast to the Kanamori theory, where the orbital degrees of freedom
are neglected on the basis of theT-matrix approximation. The present result indicates
that even for fillings as low as that for Ni (0.4 holes per band), the contribution from
particle-hole scatterings is significant. Therefore we need strong-coupling theory beyond
the T-matrix approximation, which simultaneously means that thed-orbital degeneracy
must be taken into account.

· Local spin moment
Since Hund’s exchange coupling aligns electron spins on the same site, one might

think that the enhancement of the spin susceptibility byJ may result from the formation
of a local spin moment.

Figure 5.16 is thez component of the local spin moment,

〈(Ŝz)2〉 =
1
4

〈
∑

m

(nm↑ − nm↓)


2〉
, (5.15)

calculated for (a)n = 1.5 atT = 0.067 and for (b)n = 0.75 atT = 0.1, corresponding to
Fig. 5.14 and 5.15, respectively. For both of the fillings, temperature dependence of the
local moments is weak for 0.067< T < 0.25. Forn = 1.5 the local moment increases as
J is increased with the fixed relationU′ = U − 2J while the moment is almost constant
for 0 < J < 0.75 atn = 0.75.
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Figure 5.16: The local spin moment calculated for the two-orbital Hubbard model on the
fcc lattice at (a)n = 1.5 and (b)n = 0.75. U = 4 and the relationU′ = U − 2J are fixed.

These results suggest that the formation of a local spin moment is only a minor factor
in the enhancement of the spin susceptibility, especially for low band fillings, and thatJ
enhancesnonlocalferromagnetic correlations via electron transfers.

· Filling dependence
Figure 5.17 displays the filling andU dependence of the spin susceptibility atT = 0.1.

We fixedJ = 0.5 and variedU from 2 to 5, keeping the relationU′ = U − 2J. We can see
that the susceptibilities take the largest value at aroundn = 1.2-1.5, and the peak position
shifts to higher fillings asU is increased. This filling dependence is considerably different
from that with single-orbital weak-coupling theories, such as theT-matrix [30] and the
FLEX [143] approximations, where the ferromagnetic instability is most dominant for
lower densities (n ∼ 0.4 for two orbits). The present behavior against filling is, however,
similar to that obtained in other strong-coupling DMFT studies on the single-orbital fcc
lattice [142] and on the two-orbital Bethe lattice with Ising Hund’s coupling [164].

5.3.4 Discussion

We saw in§5.3.2 that no ferromagnetism occurs in the simple cubic lattice forU ∼ 2Weff

andJ ∼ Weff/4, which are considered substantially larger than the realistic values ofU
and J for transition metals and transition-metal oxides. On the other hand, we saw in
§5.3.3 that for the fcc lattice, where ferromagnetism exists already for the single-orbital
model for an intermediate coupling (U ∼W), the Curie temperature significantly changes
with the interorbital interactions: The interorbital Coulomb interactionU′ suppresses fer-
romagnetic fluctuations while Hund’s coupling and the pair-hopping interaction consid-
erably enhance the fluctuations. Thus the Curie temperature is determined by the balance
of these interactions. Therefore, we need to consider both lattice structures and orbital de-
grees of freedom to understand the appearance of itinerant ferromagnetism in transition-
metal-based materials.
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Figure 5.17: Left: Spin susceptibility plotted against the band filling for the two-orbital
Hubbard model on the fcc lattice atT = 0.1 for various values ofU, whereJ = 0.5
and the relationU′ = U − 2J are fixed. Right: The density of states for noninteracting
electrons on the fcc lattice (the same as Fig. 5.2).

Here we consider whyU′(J) suppresses(enhances) the magnetic susceptibility. We
discuss the behavior from the strong-coupling limit and from the weak-coupling regime.

· Reduction of spin susceptibility withU′

At first glance, it may seem strange that the interorbital Coulomb interaction,U′n1n2

(nm ≡ ∑
σ nmσ), affects the spin polarization (Fig. 5.14, 5.15), since the interaction is spin

independent. To understand the effect of U′ qualitatively, it is helpful to consider on-
site two-electron states in the strong-coupling (or atomic) limit, where the Hamiltonian is
given only by the on-site interactions,

Ĥatom = U
∑

m

nm↑nm↓ +
∑

σ

[U′n1σn2,−σ + (U′ − J)n1σn2σ]

+ J(c†1↑c
†
2↓c1↓c2↑ + c†1↑c

†
1↓c2↓c2↑ + H.c.). (5.16)

The two-electron eigenstates for the Hamiltonian are classified by the symmetries with
respect to spin and orbital as

Notation Spin Orbital Expression
1S0 singlet symmetric 1√

2
(c†1↑c

†
2↓ + c†2↑c

†
1↓)|0〉

1S± singlet symmetric 1√
2
(c†1↑c

†
1↓ ± c†2↑c

†
2↓)|0〉

30 A triplet antisymmetric 1√
2
(c†1↑c

†
2↓ − c†2↑c

†
1↓)|0〉

3σ A triplet antisymmetric c†1σc†2σ|0〉.
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Figure 5.18: Level scheme for the strong coupling limit. (i) Single-orbital case i.e.,U > 0
andU′ = J = 0. (ii) Multiorbital case withU = U′ > 0 andJ = 0. (iii) Multiorbital case
with U′ = U − 2J andJ > 0. Blue (red) lines denote spin-singlet (triplet) states.

The eigenenergies for the six states (Fig. 5.18) are

E1S+ = U + J,

E1S0 = U′ + J,

E1S− = U − J,

E30A = E3↑,↓A = U′ − J. (5.17)

While the spin-triplet states have the same energyU′ − J, the orbital-symmetric states
split into three energies,U + J, U′ + J andU − J, because there is no SU(2) symmetry for
orbitals. Then, the ground state forU > 0 andU′ = J = 0 [case (i)] is a superposition of
the four states, 1S0, 30A and 3↑,↓A, while the ground state forU = U′ > 0 andJ = 0 [case
(ii)] is a superposition of the six states, 1S0, 1S±, 30A and 3↑,↓A. Counting the number
of spin-singlet states, we find that there are three times larger number of spin singlets in
the case (ii) than in the case (i). These spin-singlet states will reduce the ferromagnetic
tendency, which may account for the reduction of the susceptibility byU′ in Fig. 5.14 and
5.15.

· Enhancement of spin susceptibility withJ
Next we discuss the enhancement of the spin susceptibility withJ. From the above

discussion in the strong-coupling limit, we can see that the introduction ofJ, keeping the
relationU = U′ + 2J, brings down the energy of the spin-triplet states. This may be
one reason for the increase of the susceptibility. Indeed, the local moment forn = 1.5
[Fig. 5.16(a)] increases asJ is increased.

However, forn = 0.75 the local moment is almost constant while the Curie tempera-
ture noticeably increases withJ. This behavior may be understood in the weak-coupling
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regime. As we discussed in§5.3.1, it is expected in the weak-coupling region thatJ con-
siderably reduces the energy of spin triplets through electron scatterings in the particle-
hole channel. As for the filling dependence (Fig. 5.17), the susceptibility forJ = 0.5
increases asn is increased from a low density to aroundn = 1.5, which should be due
to the increase of the contribution from particle-hole scatterings. Forn & 1.5, the sus-
ceptibility decreases asn approaches to the half filling (n = 2), which will result from
increasing antiferromagnetic correlations.

5.4 Summary

We have discussed an important problem of, whether a single mechanism, lattice structure
or Hund’s exchange, can account for the itinerant ferromagnetism ind-electron systems,
such as transition metals and transition-metal oxides. We modelled the system as the mul-
tiorbital Hubbard model (2.9), and calculated the spin susceptibility in the paramagnetic
phase, using the DMFT combined with the (Trotter+ Series-expansion) QMC method,
which preserves the spin and orbital rotational symmetries.

First we show that the conventional Ising treatment of Hund’s coupling grossly over-
estimates the ferromagnetic instability, so that the preservation of the spin and orbital
rotational symmetries is crucial for discussing ferromagnetism.

Then we calculated the magnetic susceptibility for the simple cubic and fcc lattices
in three dimensions. The result shows that no ferromagnetism arises in the simple cu-
bic lattice for an intermediate-coupling region (U ∼ W). On the other hand, in the fcc
lattice the Curie temperature is already estimated to be finite in the single-orbital model,
andTc strongly depends on the values ofU′ and J: U′ remarkably suppresses the spin
susceptibility, which can be understood from the strong-coupling limit as the reduction
of energy splitting in the three spin-singlet states. By contrast,J considerably enhances
the ferromagnetic instability, which should be due to a local and a nonlocal alignments
of spins, especially contributed from the electron scatterings in theparticle-hole channel.
Therefore, the Curie temperature on the fcc lattice highly depends on the balance between
the interactions.

We can thus conclude from the present calculations that both lattice structureand the
d-orbital degrees of freedom are necessary for understanding the itinerant ferromagnetism
in transition metals and their compounds.
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Chapter 6

Application to a three-orbital system

To demonstrate the applicability of our QMC method (§4.5), we have performed a three-
orbital calculation in the framework of the LDA+DMFT for a typical three-orbital system,
Sr2RuO4.

In §6.1.1 we elaborate our motivation and why we chose this material for a test of
our algorithm. The importance of correlation effects in this material has been suggested
by many electronic structure calculations, as reviewed in§6.1.2. The detailed crystal
structure and the bandstructure are explained in§6.2 (although the material and related
materials have already been mentioned in§1.3.3). The model for the DMFT calculation
is constructed in§6.3. We show in§6.4.1 results for the quasiparticle spectra of this mate-
rial, and compare the spectra between Ising-type and SU(2)-symmetric Hund’s couplings.
Result for the quasiparticle mass is shown in§6.4.2.§6.5 is devoted to discussions of the
results. Summary and conclusions in this chapter are given in§6.6.

6.1 Introduction

6.1.1 Purpose

The main purpose in this chapter is to demonstrate the applicability of the QMC algorithm
developed in§4.5 to three-orbital systems.

As explained in§4.2 and§4.5, the conventional Hirsch-Fye QMC method has a diffi-
culty in treating the Hund-exchange and pair-hopping interactions. The difficulty becomes
more conspicuous for more than two orbitals, and it seems almost beyond hope to formu-
late the Hirsch-Fye algorithm in a spin-SU(2)-symmetric way for a practical use for three
or more orbitals (see§4.2). Therefore, the Ising treatment of Hund’s coupling has been
invoked in many DMFT studies including LDA+DMFT (see§3.4). In§5.2 we saw, how-
ever, that the Ising treatment causes a considerable quantitative error (overestimation) in
the spin susceptibility.

Our formulation of the QMC algorithm (§4.5) based on a series expansion makes
it possible to address three or more orbitals with preserved spin and orbital rotational
symmetries. Then our purposes are
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(i) to demonstrate the QMC calculation on a three-orbital system,
(ii) to show the applicability of the present method for real materials,
(iii) to compare the quasiparticle spectra with Ising and SU(2) Hund’s couplings,

and
(iv) to give a guideline for Ising-type LDA+DMFT studies to estimate how
spectra change with the recovery of the spin and orbital rotational symmetries.

Our QMC calculation is the first one for a three-orbital system with spin and orbital
rotational invariance, as well as the first one for an LDA+DMFT calculation with full
account of the multiorbital interactions in the Hamiltonian (2.9).

For the above purposes we selected Sr2RuO4 [78] as a test. As was introduced in
§1.3.3, this material is a prototype of three-orbital systems. The crystal has a single-
layered perovskite structure without any rotational distortion of RuO6 octahedra (the de-
tailed structure is explained in§6.2). The simple structure makes it easy to deal with the
present method. Moreover, a partially extended nature of the Ru-4d orbitals allows for
a relatively small interaction parameter (U/W ∼ 0.4-1), compared with those for the 3d
transition-metal oxides (U/W & 1). This is advantageous for the computational time.

We also compare the obtained results with experimental ones. Since we treatU and
J as parameters, we cannot discuss quantitative agreements with experimental results.
Nevertheless, we could make qualitative arguments for correlation effects in Sr2RuO4,
suggested in many experimental and theoretical studies.

6.1.2 Correlation effects in Sr2RuO4

Since the discovery of the superconductivity [2] and the subsequent experiments identi-
fying its pairing symmetry as spin triplet [54, 246], Sr2RuO4 has engaged considerable
attentions.

The quasiparticle spectra in the normal state of the material have a special importance
for understanding the occurrence of the superconductivity, since the transition temper-
ature, in general, is determined by the density of states near the Fermi level. While
the Fermi surface calculated with the LDA [247, 248, 249] is in good agreement with
the angle-resolved photoemission spectroscopy (ARPES) [250]-[253] and de Haas-van
Alphen (dHvA) experiments [78, 254], which detects energy levels in solids from a quan-
tum oscillation of magnetization in a magnetic field, the LDA cannot reproduce the peak
structure as observed in photoemission [195], [250]-[253], [255]-[259] and X-ray absorp-
tion spectra [257, 258]. In particular, the width, as well as the height, of the quasiparticle
peak at aroundEF is 2-3 times overestimated in the LDA. Also, the LDA cannot reproduce
a satellite peak in the photoemission spectra at around−3 ∼ −2.5 eV (see Fig. 6.2 below),
which is interpreted as a precursor of the lower Hubbard band. Moreover, the LDA gives
3-4 times smaller effective mass for quasiparticles than that evaluated from the dHvA
[254], ARPES [250], optical conductivity [260] and specific heat measurements [261].
These failures in the LDA calculations suggest the importance of correlation effects in
this material.
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Figure 6.1: The quasiparticle spectra for Ru-t2g orbitals in Sr2RuO4 calculated by Liebsch
and Lichtenstein [212]. (a) The LDA+DMFT result forU = 1.2 eV, U′ = 0.8 eV and
Ising-typeJ = 0.2 eV. (b) A tight-binding-model fitted DOS of the LDA result. (From
Ref. [212].)

Pérez-Navarroet al. [262] investigated correlation effects on the density of states
(DOS), particularly atEF, comparing the LDA, the LDA+U and a result with a self-
energy correction at RPA level. They incorporated a self-energy correction by fitting
peaks of the LDA DOS ford electrons with a double-Lorentzian function. They observed
that while both of the LDA and LDA+U fail to explain the experimentally obtained small
DOS atEF, the self-energy correction significantly reduces the DOS atEF. Tranet al.
[259] implemented a realistic Hartree-Fock calculation for Sr2RuO4, and compared the re-
sult with their X-ray photoemission data. The Hartree-Fock calculation fails to reproduce
the experimental peak positions as well as overestimates the quasiparticle bandwidth.
Then they examined a self-energy correction, to a second order in the interactions, to the
Hartree-Fock solution. They found that the self-energy correction reduces the quasiparti-
cle bandwidth, which is an improvement from the Hartree-Fock solution, while the peak
positions and intensities were not remedied so much. This result implies that contributions
from higher-order terms in the self-energy are crucial for Sr2RuO4.

Liebsch and Lichtenstein [212] applied the LDA+DMFT method to the material. Al-
though Sr2RuO4 is a quasi-two-dimensional system, the DMFT would give the momentum-
independent part of the self-energy in a first approximation. Liebsch and Lichtenstein
constructed a simple tight-binding model reproducing the LDA bandstructure and solved
the model with the DMFT+(Hirsch-Fye)QMC, where they usedU = 1.2 eV,U′ = 0.8 eV
and Ising-typeJ = 0.2 eV. They found a pronounced narrowing of thedxz,yz bandwidths
and accompanying electron transfers from thedxz,yz bands to thedxy band, which shifts the
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(a) (b)

Figure 6.2: The quasiparticle spectra for Ru-t2g orbitals in Sr2RuO4, calculated theoret-
ically and measured experimentally by Pchelkinaet al. [195] (a) Thet2g DOS obtained
with the LDA+DMFT method forU = 3.1 eV, U′ = 1.7 eV and Ising-typeJ = 0.7 eV.
(b) The comparison of the LDA+DMFT result [(a)] with the X-ray photoemission and the
LDA result. Light blue line is the spectral function for Ru-t2g orbitals only, while black
solid line includes contributions from all orbitals. Red circles are the experimental data.
The theoretical spectra were multiplied with the Fermi function atT = 20 K and were
broadened to account for the experimental resolution. (From Ref. [195].)

van Hove singularity ofdxy closer toEF (Fig. 6.1). Recently Pchelkinaet al. [195]
proposed much larger interaction parameters (U = 3.1 eV, U′ = 1.7 eV, Ising-type
J = 0.7 eV), based on a constrained LDA calculation. They implemented a self-consistent
LDA+DMFT calculation [194], and compare the results with photoemission experiments.
They found a lower Hubbard peak at around−3 eV, consistent with the photoemission data
(Fig. 6.2). The calculated effective mass enhancements are 2.62 for thedxy orbital, and
2.28 for thedxz,yz orbitals, which are similar to, but somewhat smaller than, the experi-
mental estimates [250, 254, 260, 261].

Given these studies, we now implement a calculation preserving the spin and orbital
rotational symmetries, contrary to the preceding LDA+DMFT calculations. We see how
correlation effects change the spectra, by varying the strength of the interactions, and
discuss the different behavior of the spectra between the Ising and SU(2) Hund couplings.

6.2 Crystal structure and bandstructure of Sr2RuO4

Sr2RuO4 has the K2NiF4 crystal structure with the tetragonal symmetry [Fig. 6.3(a)]. A
ruthenium atom is surrounded by six oxygen atoms, which compose an octahedron. The
octahedra form two-dimensional arrays separated by strontium layers, and are elongated
alongc axis: The distance between a Ru atom and a neighboring O atom in thec direction
is 2.06Å, which is larger than the sum of the ionic radii of Ru4+ and O2−, while the distance
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Figure 6.3: (a) The crystal structure of Sr2RuO4 (from Ref. [78]). (b) Level scheme ford
electrons.

between a Ru and O atoms in theab plane is 1.93Å [263], which is smaller than the sum
of the ionic radii. This suggests that the hybridization between Ru-d and O-p orbitals is
strong in thea andb directions while it is weak in thec direction. Thus the system has a
quasi-two-dimensional character.

A Ru4+ ion has fourd electrons. Since the crystal field of the octahedra lifts the Ru-eg

orbitals about 4 eV higher than the Ru-t2g orbitals, these four electrons occupy thet2g

orbitals and theeg orbitals are nearly empty [Fig. 6.3(b)].
Figure 6.4 is the LDA bandstructure calculated by Singh [248]. The three curves

crossing the Fermi energy (E = 0) are thet2g bands. One of the three bands has a band-
width almost twice larger than the others. The wider band corresponds to thedxy orbital
extending in theabplane and hybridizing with O-2p orbits in thea andb direction, while
the narrower bands correspond to thedyz anddxz orbitals extending perpendicular to theab
plane and hybridizing with O-2p orbits in thec direction and in one ofa andb directions.
Since the Ru-O hybridization along thec axis is very small, thedxy band has almost twice
wider than thedyz anddxz bands.

The Fermi surface obtained with the LDA calculation is consistent with the exper-
imental observations, such as ARPES [250]-[253] and dHvA measurements [78, 254]
(Fig. 6.5). The Fermi surface consists of three cylindrical sheets: one hole-like sheet (α)
centered at the X= (π, π) point and two electron-like sheets (β andγ) centered at the
Γ = (0,0) point, and they have almost no dispersion alongc axis.γ sheet reflects the two-
dimensional character ofdxy orbital whileα andβ sheets derive fromdxz anddyz orbitals,
which have a one-dimensional character in a RuO2 layer, after taking account of a weak
hybridization between them.

81



xz,yz

xy

Figure 6.4: The LDA bandstructure of Sr2RuO4 calculated by Singh [248].

6.3 Modeling

The bandstructure of Sr2RuO4 near the Fermi level can be well reproduced by a simple
tight-binding model focusing only on the Ru-t2g bands [212, 247, 248].

We follow the model construction by Liebsch and Lichtenstein [212]. They considered
a two-dimensional square lattice, where the lattice points represent Ru sites, and a weak
hybridization between RuO2 layers is neglected. Since the original RuO6 octahedra have
no rotational distortion, hybridizations betweendxy anddxz,yz orbitals are prohibited by
the difference in the parity under the mirror operationz→ −z, i.e.,dxy is even whiledxz,yz

is odd. Although there is a weak hybridization betweendxz anddyz orbitals through next-
nearest-neighbor hoppings, here we neglect it according to Liebsch and Lichtenstein’s
formulation.

Then the dispersion on the square lattice with the hoppings up to next-nearest neigh-
bors is

ε(k) = −ε0 − 2tx cos(kx) − 2ty cos(ky) + 4t′ cos(kx) cos(ky). (6.1)

Here we define the (orbitally-dependent) level shiftε0, the nearest-neighbor hoppings
tx, ty, and the next nearest-neighbor hoppingt′. Liebsch and Lichtenstein determined
ε0, tx, ty andt′ by fitting them to the LDA bandstructure Fig. 6.4, and obtained

(ε0, tx, ty, t
′) = (0.50,0.44,0.44,−0.14) eV (6.2)

for thedxy band, and

(ε0, tx, ty, t
′) = (0.24,0.31,0.045,0.01), (0.24,0.045,0.31,0.01) eV (6.3)
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Figure 6.5: The two-dimensional Fermi surfaces of Sr2RuO4 obtained with ARPES [252]
(from Ref. [78]).

for thedxz,yz bands, respectively. These parameters produce the density of states shown in
Fig. 6.1(b), which has thedxy band edges at−2.8 eV and 0.7 eV, thedxz,yz band edges at
−0.9 eV and 0.5 eV, and van Hove singularities at 0.05 eV fordxy and at−0.80 eV and
0.26 eV fordxz,yz, in agreement with the LDA bandstructure [248]. We adopt this density
of states as an initial input for the following DMFT calculations.

Next we consider the interaction part of the model. We employ the on-site interaction
in the formHint in Eq. (2.9). The problem is how to determine the parametersU andJ
(or U′ = U − 2J) because there is a large ambiguity in both theoretical and experimental
estimates: Liebsch and Lichtenstein [212] employedU = 1.2-1.5 eV andJ = 0.2-0.4 eV,
based on the observation of a valence band satellite in the photoemission experiment
[255], which leads toU ∼ 1.5 eV. Ṕerez-Navarroet al. [262] usedU = 2.4 eV (without
J terms) on the ground of another photoemission experiments [256, 264], and Tranet al.
[259] used a similar valueU = 2.5 eV with J = 0.5 eV. Meanwhile, Pchelkinaet al. [195]
theoretically calculated these parameters by means of the constrained LDA, and obtained
U = 3.1 eV andJ = 0.7 eV. However, such theoretical calculations forU andJ also have
some uncertainties: There is an ambiguity in the first-principles definition of the basis of
the tight-binding model (or definition of the Wannier functions), and in the treatment of
the screening effect for electron-electron interactions.

So we implemented the LDA+DMFT calculation, changing values of (U, J) from (1.2,
0.2) eV to (2.4, 0.4) eV. Although a severe negative sign problem in the QMC algorithm
prevents studies for stronger couplings, we can clearly see a behavior different from the
weak-coupling region in the quasiparticle spectra already for (U, J) = (2.4,0.4) eV. We
compare the SU(2) result to that with Ising Hund’s coupling and discuss difference be-
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tween them.

6.4 Result

6.4.1 Quasiparticle spectra — Comparison between Ising and SU(2)
cases

We have obtained the density of states for Sr2RuO4 with the LDA+DMFT calculation
preserving the spin and orbital rotational symmetries.

First we implemented the DMFT+(Trotter + Series-expansion)QMC calculation for
the three-orbital Hubbard model (2.9) with the dispersion (6.1) and the parameters (6.2)
and (6.3), changing (U, J) from (1.2, 0.2) eV to (2.4, 0.4) eV with a fixed ratioU =

1.5U′ = 6J, which is a reasonable parameterization for real materials and satisfyU =

U′ + 2J. Throughout the calculations we usedβ = 10 eV−1 andL = 40, which are the
same as those employed in Ref. [195], but smaller than those in Ref. [212] (whereβ ∼
70 eV−1 andL = 128 were used), and took 1.28× 108 samples in one QMC calculation
for the most computationally expensive case, (U, J) = (2.4,0.4) eV.

From the QMC calculation we obtained Green’s function,Ga(τ) (a = xy, xz, yz), on the
imaginary-time axis. Then we calculated the spectral functionAa(ω) for real frequencies
from the relation,

Ga(τ) = −
∫ ∞

−∞
dω

e−τω

1 + e−βω
Aa(ω) for 0 < τ < β. (6.4)

This integral equation is, however, an ill-defined inverse problem because a small devia-
tion in Ga(τ) significantly affects the solutionAa(ω). Indeed, a calculatedGa(τ) contains
some error bars coming from the stochastic process in the QMC simulation. Therefore, in
order to solve the inverse problem (6.4), we applied the maximum entropy method [265],
which provides a reasonable solution by use of some prior information of the solution
Aa(ω), such asAa(ω) ≥ 0 and

∫ ∞
−∞ Aa(ω)dω = 1.

The obtainedAa(ω), the density of quasiparticle states, is shown in Fig. 6.6, where
the DOS with Ising Hund’s coupling is also plotted for comparison. For weak couplings,
(U, J) = (1.2,0.2) eV, the spectra with SU(2) Hund’s coupling have a similar structure to
those obtained with Ising Hund’s coupling, which agree well with Liebsch and Lichten-
stein’s result [212]. We can see that the van Hove singularity for thexy orbital remains
just aboveEF while those of thexz, yzorbitals shift closer toEF than those in the LDA
spectra. We can also see a precursor of the lower and upper Hubbard bands respectively at
around−1.2 eV and 1.8 eV forxz, yz, and at around−1.8 eV for xy. The upper Hubbard
band forxy is not visible in this resolution, which may be due to the wider width of the
xyband.

As the interaction increases, the van Hove peaks become broader both in the Ising and
SU(2) cases, and the initial two-peak structure in thexz andyz DOS almost disappears
for (U, J) = (2.1,0.35) eV. However, for an increased (U, J) = (2.4,0.4) eV, a remarkable
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Figure 6.6: The LDA+DMFT DOS for Ru-t2g orbitals in Sr2RuO4, obtained with SU(2)
Hund’s coupling and the pair-hopping interaction (left panels), as compared with the DOS
with Ising Hund’s coupling (right). The ratio of the interactions is fixed asU = 1.5U′ =

6J. The top panel displays the tight-binding-fitted LDA DOS [same as Fig. 6.1(b)]. The
arrow in the lower left panel indicates the quasiparticle peak discussed in the text.
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Figure 6.7: The quasiparticle mass enhancement for Ru-t2g orbitals of Sr2RuO4, obtained
with the present SU(2)-symmetric calculation. The ratio of the interactions is fixed as
U = 1.5U′ = 6J. Lines are guide to the eye.

new structure emerges only for the SU(2) case, while the structure does not change so
much in the Ising case. In the SU(2) case, a sharp quasiparticle peak, and pronounced
lower and upper Hubbard peaks develop both for thexyandxz, yzbands.

6.4.2 Quasiparticle mass

We have calculated the quasiparticle mass enhancementm∗a/m
LDA
a (a = xy, yz, zx), where

mLDA
a is the band mass (i.e., mass forU=0 in the present tight-binding model) andm∗a is

the mass obtained with the DMFT, from the imaginary part of the self-energy at the first
Matsubara frequencyiω0 = iπT, using the relation,

(
m∗a

mLDA
a

)−1

≡ 1− ∂ReΣa(ω)
∂ω

∣∣∣∣∣
ω=0
' 1− ImΣa(iω0)

ω0
. (6.5)

The result is plotted in Fig. 6.7. For both bandsm∗a/m
LDA
a increases almost linearly to

U(= 6J). For the largest parameters studied here, (U, J) = (2.4,0.4) eV, the enhancement
is about 2.5 fordxy and about 2.9 fordxz,yz, which are in agreement with experimental
estimates (∼ 3), but are somewhat smaller. Similar values are obtained with Ising Hund’s
coupling.

6.5 Discussion

First we discuss the different behaviors in the DOS for (U, J) = (2.4,0.4) eV between the
Ising and SU(2) Hund couplings. The behavior in the SU(2) case is similar to that for the
single-orbital Hubbard model in the vicinity of Mott’s transition, where the quasiparticle
peak is interpreted as a Kondo resonance peak. Then the different behavior between the
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Ising and SU(2) cases may be attributed to the different ease with which a Kondo singlet
is formed.

Concerning the difference in the multiorbital system, we may refer to the discussion
by Arita and Held [176] for the orbital-selective Mott transition in the two-orbital Hub-
bard model (see§3.3.4): ForJ > TK (TK: Kondo temperature) two electrons in the two
different orbitals form a stiff spin-1 state. In SU(2) case, the spin-1 state can be screened
by conduction electrons in two stages by spin1

2, while the two-stage screening is not pos-
sible in Ising case since the two-electron state withSz = 0 is higher in energy byJ than the
states withSz = ±1 (cf. Fig. 2.2). Actually, in the metallic phase near the orbital-selective
Mott transition, a sharp quasiparticle peak has been observed for SU(2) Hund’s coupling
[104, 176], while it has not been observed for Ising Hund’s coupling [165, 166, 169].

In the present three-orbital case, the difference between Ising and SU(2) is expected
to be more pronounced, since the energy splitting betweenSz = ±3

2 andSz = ±1
2 in the

Ising case is 2J, which is twice the value for two-orbital Ising-type models.
Thus, although we took Sr2RuO4 as an example, the different behaviors in the DOS

should be a general consequence for multiorbital systems withJ > TK, not only for the
present material. SinceTK approximateszW (z = m

m∗ : the mass renormalization factor),
the difference may be more prominent in the vicinity of Mott’s transition. This means
that the inclusion of SU(2) symmetric Hund’s coupling and the pair-hopping interaction
is requisite for realistic calculations for strongly correlated materials. Although most of
the LDA+DMFT studies so far have employed Ising-type Hund’s coupling, the treatment
will underestimate the quasiparticle resonance.

Here we compare the present results with an experimental one. In Fig. 6.8 we plot the
present SU(2)-symmetric calculation with the photoemission spectrum [195], where the
theoretical spectra are multiplied by the Fermi function at 20K to adapt the experimental
condition. We see that the present DMFT spectra are remarkably closer to the experi-
mental result than the LDA spectrum. For all the (U, J) from (1.2, 0.2) to (2.4, 0.4) eV,
the height and the width of the quasiparticle spectrum are considerably reduced from the
LDA result. Although we can see a quasiparticle peak in the experimental spectra, we
cannot distinguish whether it derives from the van Hove singularity in the original band-
structure or from a formation of the Kondo singlet. We can also see a peak structure at
around−2 eV, which is considered to be a precursor of the lower Hubbard band. How-
ever, the position of the lower Hubbard peak is about 1 eV higher than the experimental
assignment. Also, the mass enhancement in Fig. 6.7 is about 1.5 for (U, J) = (1.2,0.2) eV
and about 2.5 for (U, J) = (2.4,0.4) eV, which are considerably improved from the LDA
result but are still smaller than the experimental estimate (∼ 3).

A part of these disagreements may be attributed to the fixed ratio of the interaction pa-
rameters we have taken, i.e.,U = 1.5U′ = 6J, since we know that the mass enhancement
in multiorbital systems highly depends on the balance betweenU, U′ and J, as well as
their strengths: For example,J considerably increases the mass, as shown in Fig. 2.3(a).

Another reason for the above disagreements may be the neglect of the momentum
dependence of the self-energy in the DMFT. Since Sr2RuO4 is a quasi-two-dimensional
system, the momentum dependence may be significant. Such momentum dependence
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can, in principle, be taken into account with the cluster extensions of the DMFT [26],
[144]-[154], [217] while such a calculation for three-orbital systems is too demanding to
implement at present.

Also there may be other contributions, e.g., from the electron-phonon coupling [122,
266] or from the spin-orbit interactions [84, 259]. The estimation of the contributions
from these effects requires further investigations.

6.6 Summary

We have demonstrated that the QMC algorithm developed in§4.5 can be applied to a real
material with three orbitals.

We took Sr2RuO4 for the test, and compared the dependence of the DOS on the inter-
action strength between Ising and SU(2) Hund’s couplings. For an intermediate coupling
[(U, J) = (2.4,0.4) eV] we saw a remarkable difference between the Ising and SU(2)
spectra: a sharp quasiparticle peak appears in the SU(2) case, while it does not in the
Ising case. We attribute this difference to the different formations of the Kondo singlet for
these two types of Hund’s coupling. This is expected to generally apply to multiorbital
materials, not only to Sr2RuO4. Although most of the LDA+DMFT studies so far have
invoked the Ising-type Hund coupling, the present result indicates the importance of the
rotationally symmetric Hund coupling and the pair-hopping interaction.
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The quasiparticle spectra obtained in the present SU(2)-symmetric calculation tend to
have smaller quasiparticle bandwidths and the weights, and reproduce the lower Hubbard
peak, in agreement with the photoemission experiments. The present calculation also
provides an effective mass much improved from the LDA result. However, the calculated
position of the lower Hubbard peak is about 1 eV higher in energy than the experimental
assignment. Also the effective mass is still smaller than experimental estimates. These
disagreements require further studies, including estimations of more realistic values of the
interaction parameters and a treatment of the momentum dependence of the self-energy,
as well as an estimation of the contribution from the electron-phonon [122, 266] and the
spin-orbit interactions [84, 259].
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Chapter 7

Concluding remarks

7.1 Summary of the thesis

We have investigated the multiorbital Hubbard model (2.9) with the dynamical mean-field
theory (DMFT), where our main interest is the effects of Hund’s coupling in multiorbital
systems.

· Development of a new QMC method
To study the effect, we have especially paid attention on the spin and orbital rotational

symmetries in the Hamiltonian (2.9). The conventional Hirsch-Fye quantum Monte Carlo
(QMC) method, which solves an effective impurity model in the DMFT, has difficulties
in treating the spin-flip and the pair-hopping interactions. So most DMFT+QMC calcu-
lations have heretofore neglected these interactions, which violates the spin and orbital
rotational symmetries.

To overcome the adversity, we have developed a novel auxiliary-field QMC method in
§4.5. In the algorithm we separate out interaction terms from one-body part of the Hamil-
tonian, using a series expansion for the spin-flip and the pair-hopping terms (ĤJ) while
the Trotter decomposition for the density-density interactions (ĤU). Then we decouple
the interaction terms by use of the conventional Hubbard-Stratonovich transformation for
ĤU , and a new auxiliary-field transformation forĤJ.

The algorithm allows for spin- and orbital-rotational symmetric calculations not only
for two but for three or more orbital systems. This is important since there are many real
materials which involve three or more orbitals. The algorithm also considerably improves
the negative sign problem coming from̂HJ term (§4.3). The reduction of negative signs
is a great advantage already for two-orbital systems.

· Itinerant ferromagnetism in multiorbital systems
We have investigated the metallic ferromagnetism in multiorbital systems with the

present QMC method in combination with the DMFT. We calculated the spin suscepti-
bility for the double-orbital Hubbard model in a paramagnetic phase. First we showed
that the Ising treatment of the Hund exchange grossly overestimates the ferromagnetic
instability (§5.2). Then we examined effects of interorbital interactions (U′ and J) on
itinerant ferromagnetism in multiorbital systems (§5.3), where our eyes are set on the
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problem whether metallic ferromagnetism in transition metals and their compounds can
be attributed to a single mechanism; lattice structureor Hund’s exchange. We have com-
pared the magnetic susceptibility for the cubic and the fcc lattices in three dimensions,
in the presence and the absence of Hund’s exchange coupling. Our results show that the
interorbital interactions significantly affect the ferromagnetic instability, in contrast to the
Kanamori theory, where the interorbital interactions are considered to have only minor
effects on metallic ferromagnetism. Our results indicate that both the lattice structureand
Hund’s exchange are crucial for the stability of the itinerant ferromagnetism in transition-
metal-based materials.

· Application to a three-orbital system — Sr2RuO4

Next we have demonstrated that the present algorithm is applicable to a three-orbital
model with a realistic bandstructure and interaction parameters for Sr2RuO4, as the first
QMC calculation for three-orbital systems and for the LDA+DMFT method in the pres-
ence of spin and orbital rotational symmetries. We showed that the quasiparticle spectra
substantially differ between with the Ising and SU(2) Hund couplings for an intermediate-
coupling region. In particular, we found a remarkable enhancement of a quasiparticle peak
in the SU(2) spectra while we found no such structure in the Ising spectra. We attributed
the difference to the different formations of a Kondo singlet in the effective impurity model
for SU(2) and Ising Hund’s couplings. The comparison with experimental photoemission
spectrum shows an improvement in the present spectrum over the LDA result, although
there remain some discrepancies between the present and experimental results.

7.2 Future problems

In the following we mention some future problems.

· Effect of anisotropy ofd orbitals
In Chapter 5 we discussed itinerant ferromagnetism in the multiorbital Hubbard model,

using the the dispersion (5.13) for the simple cubic lattice and (5.14) for the fcc lattice,
where we have assumed that the electron transfers are isotropic, to make the discussions
simple.

In reality, however,d orbitals have anisotropic shapes, so that the transfers in general
depend on the orbitals and the directions. A study taking account of the anisotropy is
under way.

· Ferromagnetism in bcc Fe
In connection with the above argument, we are interested in ferromagnetism in bcc

Fe. Experimentally, the Curie temperature of Fe (Tc = 1043 K) is much higher than that
of Ni (Tc = 631 K). An LDA+DMFT calculation [210] also found Fe to have a Curie
temperature much higher than that for Ni, although the values should be overestimated
for both materials owing to the Ising treatment of Hund’s coupling.

However, some preliminary calculations for a bcc lattice with isotropic transfers show
that ferromagnetism is less favored in the bcc lattice than in the fcc lattice, in agreement
with a single-orbital case [143]. Therefore, it may be necessary to take account of the
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anisotropy of thed orbitals to account for the high Curie temperature of bcc Fe. A study
in this direction is also under way.

· LDA+DMFT for other ruthenates
A series of ruthenates have various intriguing properties. In particular, the Ruddlesden-

Popper-type perovskite strontium ruthenates, Srn+1RunO3n+1, show spin-triplet supercon-
ductivity for n = 1 [2, 78], metamagnetic quantum criticality forn = 2 [267], ferro-
magnetism forn = 3 [268] andn = ∞ (SrRuO3) [269]. This implies some relevance of
the ferromagnetism to the dimensionality in the ruthenates. The antiferromagnetic Mott
insulator Ca2RuO4 also becomes a ferromagnetic metal under pressure [270].

It is challenging to see whether the diverse properties can be reproduced in the present
scheme.
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Appendix

We derive here the factorF(k; s1, s2, · · · , sL) (si = 0,1;k =
∑L

i=1 si) for Eq. (4.32). We in-
troduce this factor to account for the contribution from the terms with consecutiveX̂1’s at
the same imaginary-time interval in the sum (4.31). These terms have been replaced with
terms havingX̂1’s on proximate imaginary-time intervals in Eq. (4.32). In the following
we abbreviatee−∆τ(Ĥ0+ĤU ) ash, andX̂1 asx.

Central to our consideration are those terms that include a substringxhxhx· · · hx
where x and h appear alternatelym and m − 1 times, respectively, with 2≤ m ≤ L.
This is because any term with consecutivex’s will be replaced with a term having such
substrings. For example,xxhhx· · · hx andxhxxh· · · hx are both approximately the same
asxhxhx· · · hx [where commuting anx and ah yields an error∼ O(∆τ)]. In general, we
commutex’s andh’s until there are no consecutivex’s any longer. Hence, we end up with
an alternation ofx’s andh’s, i.e., anxhxhx...hxsubstring. Because of these replacements,
terms having such a substring have to be weighted more. In the following, we construct a
rule for the replacement and weighting factor, avoiding a double counting.

Let us denote byi a position (from the left) in a substring which consists ofm x’s and
(m− 1) h’s altogether. We defineαi andβi as the number ofx’s andh’s that are in [1, i].
All substrings having

αi ≥ βi for all i (7.1)

will be replaced withxhxhx· · · hx which has alternatingx’s andh’s.
For example, form = 2 xhx and xxh will be replaced withxhx; for m = 3, xhxhx,

xhxxh, xxhhx, xxhxhand xxxhhwill all be replaced withxhxhx. The condition (7.1)
is necessary to avoid a double counting. However, the condition (7.1) excludes the sub-
strings situated at the end of the imaginary time interval for which∃ i′, so thatαi′ < βi′.
These terms are replaced with a substringxhxhx· · · hx, where the lastx is at L, namely,
only when the lastx is atL, doesxhxhx· · · hx replace all the substrings havingm x’s and
(m− 1) h’s, which requires a separate treatment (c factors below).

A second factor to be taken into account is a correction of the volume in the imaginary-
time integrals; namely, the weight for those terms having consecutivex’s at

j i , j i+1 = j i+2 = · · · = j i+l , j i+l+1 (7.2)

in the sum (4.31) should be reduced by a factor1
l! , since the imaginary times originally

satisfy a relation

ti+1 < ti+2 < · · · < ti+l (7.3)
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Figure 7.1: A schematic representation of the calculation of (a)am and (b)cm. The co-
ordinates in thei and j directions represent the numbers ofh and x, respectively. The
number at a point (i, j) denotes (a)b(i, j) and (b)d(i, j), which are recursively calculated
with Eq. (7.5) and (7.7), respectively.

in Eq. (4.30). Hence the volume forl consecutivex terms, as in Eq. (7.2), should be
reduced toL−l

l! .
Let us now introduce the quantityb(i, j) for the weight (apart from the volume factor

L− j) of all the substrings havingi h’s and j x’s. For j consecutivex’s, we simply have the
aforementioned 1/l! factor, i.e.,

b(0, j) =
1
j!

for 0 ≤ j ≤ L. (7.4)

This is the starting point for the recurrence formula [Fig. 7.1(a)],

b(i, j) =

j∑

k=i

1
( j − k)!

b(i−1, k) for 1 ≤ i ≤ j ≤ L, (7.5)

which arises from taking away the rightmost elements of the typehxxx· · · x with ( j − k)
x’s from the substring of lengthi + j. At the end, the recurrence formula (7.5) yields the
weighting factorai for the substring ‘xhxhx· · · hx’ with m x’s andm− 1 h’s:

ai = b(i − 1, i) = b(i, i) for 1 ≤ i ≤ L. (7.6)

Only when the lastx in xhxhx...hx is situated at the end of the imaginary-time interval
(L) do we use the factorcm instead, which is obtained via the slightly different recurrence
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formula [see Fig. 7.1(b)],

d(0, j) =
1
j!

for 0 ≤ j ≤ L,

d(i, j) =

j∑

k=0

1
( j − k)!

d(i−1, k)

for 1 ≤ i ≤ L − 1 and 0≤ j ≤ L,

ci = d(i − 1, i) for 1 ≤ i ≤ L. (7.7)

From thea’s andc’s, the total weightF is calculated by multiplying the contributions
am andcm from eachxhxhx...hx-type substring in the Boltzmann factor and the volume
L−k. For example, forL = 8,

F(2; 1,1,0,0,0,0,0,0) = a2L−2,

F(5; 0,1,0,1,0,1,1,1) = c3L−5,

F(6; 1,0,1,1,0,1,1,1) = a2c3L−6. (7.8)

In the first example, the Boltzmann factor ishxhxhhhhhh. This array replaces itself and
hxxhhhhhhh, which is weighted1

2! , and thereby the factor forhxhxhhhhhhis a2 = 1+ 1
2! =

3
2 multiplied by L−2. The second example corresponds tohhxhhxhhxhx hx, where the
substring to be multiplied by a factor is only the last partxhxhx. Therefore the factor is
c3L−5. In the last examplehxhhxhxhhxhxhx, two substringsxhxandxhxhxare multiplied
by a2 andc3, respectively. So the total factor isa2 × c3L−6.
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